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Summary

Motivated by a problem of scattering theory, the authors solve by quadratures a vector Riemann–
Hilbert problem with the matrix coefficient of Chebotarev–Khrapkov type. The problem of
matrix factorization reduces to a scalar Riemann–Hilbert boundary-value problem on a two-
sheeted Riemann surface of genus 3 that is topologically equivalent to a sphere with three
handles. The conditions quenching an essential singularity of the solution at infinity lead
to the classical Jacobi inversion problem. It is shown that this problem is equivalent to an
algebraic equation of degree that coincides with the genus of the Riemann surface. A closed-
form solution of this nonlinear problem is found for genus 3. A normal matrix of factorization
and the canonical matrix are constructed in explicit form. It is proved that the vector Riemann–
Hilbert problem possesses zero partial indices and is, therefore, stable. The proposed technique
is illustrated by a problem of scattering of sound waves by a perforated sandwich panel.

1. Introduction

First, the boundary-value problem�+(p) = Gν�
−(p) + gν, p ∈ �ν on a Riemann surfaceR

cut along�ν , was stated by Prym in 1869. Since that time, many papers devoted to analysis of the
problem and its generalizations have been published. The best guide to constructive methods for
boundary-value problems in the theory of analytic functions on Riemann surfaces is the paper by
Zverovich (1). This work provides an excellent survey of papers on that problem; see also (2 to 4).
Wemention works by̌Cibrikova (5), Moiseyev and Popov (6), Nuller (7), Silvestrov (8,9), Antipov
and Moiseyev (10), where boundary-value problems on hyperelliptic surfaces were used for solution
of problems of elasticity theory. Riemann surfaces have found effective application to analysis of
integrable nonlinear systems (see (11,12)).

Another important application of the theory of boundary-value problems on Riemann surfaces
arises in matrix factorization. Moiseyev (13) analysed the problem of splitting the Jones matrices
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(14) and, in particular, factorization of the Chebotarev–Khrapkov matrix (15,16)

G(t) =
(

b(t) + c(t)l(t) c(t)m(t)
c(t)n(t) b(t) − c(t)l(t)

)
, (1.1)

where b(t), c(t) are arbitrary Ḧolder functions,l(t), m(t), n(t) are polynomials ofany degree.
Moiseyev (13) showed that the problem of splitting the Chebotarev–Khrapkov matrix is reducible
to a homogeneous scalar Riemann–Hilbert boundary-value problem on a two-sheeted surface of the
algebraic functionw2 = f (s), where f (s) = l2(s) + m(s)n(s). If the Khrapkov restriction (16)
deg f (s) � 2 holds, then the genus of the corresponding surface is equal to 0. The surface is
equivalent to a sphere, and the matrix can be factorized either by the Khrapkov method (16), or by
solution of the corresponding Riemann–Hilbert problem on a sphere. In this case, both approaches
are equivalent. If degf (s) > 2, then the Khrapkov method fails since it leads to an essential
singularity of the matrix factors at infinity. Daniele (17) suggested a scheme which eliminates the
exponential growth of the factors. To achieve, at worth, algebraic growth of the factors at infinity, it
is necessary and sufficient to find a solution to a system ofh equations withh = [(deg f (s)− 1)/2]
([x] is the integer part of the real numberx). This system is essentially nonlinear. Daniele managed
to find an exact solution of the system in terms of elliptic functions for the caseh = 1. In addition,
the solvability of the system for the general case was analysed. Forh > 1, neither analytical
technique, nor numerical procedure was indicated.

On the contrary, the idea based on the reduction of matrix factorization to a scalar Riemann–
Hilbert boundary-value problem on a hyperelliptic surface of genush = [(deg f (s) − 1)/2], leads
to a nonlinear system that is different from Daniele’s system, and, in fact, is a classical problem,
namely, Jacobi’s inversion problem (Krazer (18), Springer (19), Zverovich (1)). Moiseyev and
Popov (6) analysed a contact problem of bending of a semi-infinite plate bonded to an elastic
half-space. This problem reduces to a vector Riemann–Hilbert boundary-value problem with the
Chebotarev–Khrapkov matrix. The degree of the corresponding polynomialf (s) is equal to 6.
Because of the symmetry, the authors managed to eliminate the essential singularity of the solution
by inversion of the corresponding abelian integral. Motivated by a two-dimensional problem of
a composite plane with a crack crossing the interface, Antipov and Moiseyev (10) analysed cases
when two copies of the complex plane are glued (i) along two finite cuts and (ii) along four semi-

infinite straight segments. The positions of the branch points of the functionf
1
2 (s) dictate the

choice of the Riemann surface that is of genus 1 in both cases. Because the condition eliminating
the essential singularity at infinity can be satisfied by standard inversion of an abelian integral, there
was no need to state the Jacobi inversion problem. The unknown parameters were found in terms of
elliptic functions.

If the genus of the surface is greater than 1 and there is no special symmetry, the problem is
unlikely to be solved in terms of elliptic functions. The main steps of the algorithm in the case
h > 1 are

(i) to construct canonicalA- andB-cross-sections of the Riemann surfaceR;
(ii) to choose Weierstrass’s kernel (an analogue of the Cauchy kernel of the surfaceR) and write

down a meromorphic solution to a Riemann–Hilbert boundary-value problem which possesses
h arbitrary points say,q j ( j = 1, 2, . . . , h), of the surfaceR, and 2h integers;

(iii) to achieve an algebraic behaviour of the solution at infinity by setting the pointsq j and the 2h
integers to provide a solution to Jacobi’s inversion problem;

(iv) to compute theA- and B-periods of the abelian differentials of the first kind (Hensel and
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Landsberg (20), Schiffer and Spencer (21), Springer (19)) and normalize the basis of the
abelian integrals;

(v) to construct a Riemann�-function (Krazer (18), Farkas and Kra (22)) and find its zeros (which,
in fact, give rise to a solution to Jacobi’s inversion problem) by solving an algebraic equation
of degreeh.

Thus, this algorithm provides an exact solution of the Riemann–Hilbert problem on the Riemann
surface and, therefore, allows to factorize the original Chebotarev–Khrapkov matrix practically
for any degf (s). In addition, it is possible to construct a normal matrix of factorization and the
canonical matrix (Vekua (23), Gakhov (24), Muskhelishvili (25)). The canonical matrix defines
the partial indices of the corresponding vector Riemann–Hilbert problem. Moiseyev (26) computed
the partial indices for the case when the genus of the surface is equal to 1 or 2. In the later case
it was assumed that the total index of the vector problem was even. The knowledge of the partial
indices is crucial for the solvability theory of the vector Riemann–Hilbert boundary-value problem
and for constructing an approximate factorization. It is known (Litvinchuk and Spitkovskiĭ (27))
that, in general, the partial indices are unstable. This means that in any neighbourhood of the
matrix coefficientG(t) there exists a matrixGε(t) such that the corresponding factorization factors
X+

ε (t), X−
ε (t) do not approachX+(t), X−(t) as ε → 0, whereX±(t) are the exact factors for

the original matrixG(t). The stability of the partial indices is necessary and sufficient for the
stability of the solution of the Riemann–Hilbert problem and substantiation of the convergence of
an approximate solution to the exact one. It turns out (Gohberg and Krein (28), Vekua (23)) that the
partial indices are stable if and only if the difference between the largest index and the smallest one
is less than or equal to 1. Otherwise they are unstable. However, in general, there is no way to find
the partial indices a priori without constructing exact factorization. Approximate factors do not give
information about the indices.

To the best of the authors’ knowledge, the first paper on approximate matrix factorization, is the
work by Manďzavidze (29). Babeshko (30, 31) proposed to use a rational approximation for the
matrix factorization arising in dynamic problems of linear elasticity. Abrahams (32) presented
a constructive approximate approach for factorizing the Chebotarev–Khrapkov matrix with the
polynomial f (s) of any degree. The method hinges on Padé approximation and has been verified
by comparing with Daniele’s exact results. The Riemann–Hilbert problem in the case considered
by Daniele (17) possesses zero partial indices and is therefore stable. Abrahams reported numerical
results demonstrating a good convergence of an approximate solution to Daniele’s exact solution.

Motivation of the present paper is a problem of scattering by a semi-infinite perforated sandwich
panel which is reducible to a vector Riemann–Hilbert problem with the matrix coefficient of
Chebotarev–Khrapkov type (Leppington (33), Jones (34)). Using an asymptotic approach, Jones
constructed an approximate solution of the problem for a small parameterτ , which accounts for
the perforations. However, this parameter does not admit only small values and can also be large.
The corresponding polynomialf (s) of the vector Riemann–Hilbert problem is of degree eight and,
therefore, the problem of matrix factorization is equivalent to a scalar boundary-value problem on a
hyperelliptic surface of genus 3 that is topologically equivalent to a sphere with three handles.

The main objectives of the present paper are

(i) to develop a method of exact factorization of the Chebotarev–Khrapkov matrix for the case
deg f (s) = 8;

(ii) to solve Jacobi’s inversion problem by quadratures for a hyperelliptic surface of genus 3;
(iii) to find a closed-form solution to the problem of scattering of sound waves by a sandwich panel.
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The paper is organized as follows. In section 2, the problem of factorization of the Chebotarev–
Khrapkov matrix with degf (s) = 8 is stated. A Riemann surfaceR of genus 3 of the algebraic
functionw2 = f (s) is constructed. The vector Riemann–Hilbert problem on the real axis reduces
to a scalar problem on the hyperelliptic surfaceR.

Section 3 depicts canonical cross-sections of the surface, derives a meromorphic solution of the
scalar Riemann–Hilbert problem and states Jacobi’s inversion problem for defining three pointsqν

on the surface and six integersnν, mν (ν = 1, 2, 3).
In section 4.1, a classical algorithm for Jacobi’s inversion problem for a surface of genush is

summarized, and it is shown how to express the pointsq j ( j = 1, 2, . . . , h) in terms of the zeros
of Riemann’s�-function. The next section describes Zverovich’s method that replaces the Jacobi
problem by a system of nonlinear algebraic equations for the affixes of the zeros. We present an
approach reducing this system to a single algebraic equation of degreeh and employ this device for
the caseh = 2 andh = 3. Implementation of the algorithm forh = 4 is reported in Appendix
A. In addition, an alternative direct numerical procedure for identification of the zeros is proposed
in Appendix B. This technique is based on the argument principle for an analytic function on a
Riemann surface.

We construct a solution to Jacobi’s inversion problem for the two-sheeted surface defined by the
algebraic functionw2 = s8 − 2M1s4 + M2 (M2 > M2

1), in section 5. First, theA- andB-periods
of the abelian integrals are evaluated (section 5.1). Next (section 5.2), we normalize the basis of the
abelian integrals and verify the symmetry of the matrixB and the positive definiteness of the matrix
Im(B), whereB is the matrix of theB-periods of the canonical basis of the abelian differentials. In
section 5.3, Jacobi’s inversion problem reduces to a cubic equation with the coefficients evaluated
in section 5.4. Explicit definition of the integersnν, mν (ν = 1, 2, 3) completes the solution of the
Jacobi problem.

In section 6, the original vector Riemann–Hilbert problem is solved by quadratures.
A normal matrix of factorization and the canonical matrix are obtained in section 7. It is found

that both partial indices of the vector Riemann–Hilbert problem arising in the scattering problem of
section 8 are equal to 0. This ensures their stability.

As an illustration of the proposed technique, the problem of scattering of sound waves by a
perforated sandwich panel is solved by quadratures in section 8. Concluding remarks are given in
the final section.

2. Vector Riemann–Hilbert problem

Let L be the real axisR andC
+, C

− be the upper (Im(s) > 0) and lower (Im(s) < 0) half-planes,
respectively. Consider the following Riemann–Hilbert problem.

Given a 2 × 2 matrix G(t) and a vector g(t) find two vector functions Φ+(s), Φ−(s), analytic in
the domains C

+, C
−, respectively, vanishing at infinity and satisfying the boundary condition

G(t)Φ+(t) + Φ−(t) = g(t), t ∈ L. (2.1)

The matrix G(t) and the vector g(t) satisfy the Hölder condition on every finite segment of L and at
infinity detG(t) = 1 + O(t−δ) and g(t) = O(t−δ) (δ > 0). The matrix G(t) is also non-singular
on L.
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Let the matrixG(t) have the Chebotarev–Khrapkov structure (15,16):

G(t) = b(t)

(
1 0
0 1

)
+ c(t)

(
l(t) m(t)
n(t) −l(t)

)
, (2.2)

whereb(t), c(t) are Ḧolder functions,l(t), m(t), n(t) are polynomials. Following Khrapkov (16)
we introduce the notation for the polynomialf (t) = l2(t)+m(t)n(t) and the characteristic functions
(eigenvalues of the matrixG(t)):

λ1(t) = b(t) + c(t) f
1
2 (t), λ2(t) = b(t) − c(t) f

1
2 (t). (2.3)

Note that then detG(t) = λ1(t)λ2(t). Our main assumptions are

(i) the polynomial f (t) is of eighth degree:

f (t) = t8 − 2M1t4 + M2, M1 ∈ R, M2 > M2
1; (2.4)

(ii) the increment of the arguments of the characteristic functionsλ1(t) andλ2(t) whent traverses
the contourL in the positive direction, equals zero:

indL λ1(t) = indL λ2(t) = 0. (2.5)

REMARK The degrees of the polynomialsl(t), m(t), n(t) are supposed to be not higher than 4.
Among the above restrictions (i), (ii) there is only one essential condition that degf (t) = 8. The
others have been assumed for simplicity and can be always overcome.

To fix a branch of the functionf
1
2 (s), first, we find the eight zeros of the polynomialf (s) which

are
s j = ρ0eiθ j , j = 1, 2, . . . , 8,

θ2m−1 = θ0 + m − 1

2
π, θ2m = −θ0 + m

2
π, m = 1, 2, 3, 4,

ρ0 = M
1
8
2 , θ0 = 1

4
arccos

M1

M
1
2
2

. (2.6)

The pointss j ( j = 1, 2, . . . ) are the branch points of the functionf
1
2 (s). Cut thes-plane along

the arcs joining the branch pointss1 with s2, s3 with s4, s5 with s6 and s7 with s8 (Fig. 1). Put

f
1
2 (0) > 0, that is f

1
2 (0) = √

M2. The chosen branch is positive everywhere on the real and
imaginary axes:

f
1
2 (t) > 0, f

1
2 (i t) > 0 (−∞ < t < ∞).

The key step of solution of the vector problem (2.1) is splitting the matrixG(t) into a product of
two matrices

G(t) = X+(t)[X−(t)]−1, t ∈ R, (2.7)

which are analytically continuable into the upper and lower half-planes respectively, with the
exception maybe of a finite number of poles and points at which the matrices[X+(s)]−1, X−(s)
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Fig. 1 Two copies of the cut complex planes generating the surfaceR.

have poles. To do this we reduce the matrix factorization problem (2.1) to a scalar Riemann–Hilbert
problem on a Riemann surface.

LetR be the hyperelliptic surface given by the algebraic equation

w2 = f (s). (2.8)

The surfaceR is formed by gluing two copiesC1 andC2 of the extended complex planeC ∪ {∞}
cut along the system of the arcss1s2, s3s4, s5s6, s7s8. The positive sides of the cuts inC1 are glued
with the negative sides of the corresponding cuts on the second sheetC2, and the negative banks of
the cuts inC1 are glued with the positive sides of the corresponding cuts on the sheetC2. In such a
way, we obtain a two-sheeted Riemann surface of genus 3. Now the functionw(s) defined by (2.8)
is single-valued on the surfaceR:

w =
{

f
1
2 (s), s ∈ C1,

− f
1
2 (s), s ∈ C2,

(2.9)

where f
1
2 (s) is the branch chosen earlier. Denote the point of the surfaceR with affix s on C1 by

the pair(s, f
1
2 (s)) and that on the sheetC2 by the pair(s, − f

1
2 (s)). Define a contour� on the

surfaceR by � = L1 ∪ L2, whereL1 = R ⊂ C1 and L2 = R ⊂ C2. The factorization of the
matrix G(t)

G(t) = X+(t)[X−(t)]−1 = [X−(t)]−1X+(t), t ∈ L , (2.10)

in terms of a solution of the Riemann–Hilbert problem on the Riemann surface is given by (10,13)

X(s) = F(s, w)Y(s, w) + F(s, −w)Y(s, −w),

[X(s)]−1 = Y(s, w)

F(s, w)
+ Y(s, −w)

F(s, −w)
, (2.11)
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where

Y(s, w) = 1

2

(
I + 1

w
Q(s)

)
,

I =
(

1 0
0 1

)
, Q =

(
l(s) m(s)
n(s) −l(s)

)
, (2.12)

F(s, w) is a function on the surfaceR to be determined. Derivation of formulae (2.11) is rather
straightforward. Indeed, by using the identities

Q2(s) = f (s)I,

Y2(s, w) = Y(s, w), Y(s, w)Y(s, −w) = 0 (2.13)

from relations (2.11) we get

X+(t)[X−(t)]−1 = 1

2

(
F+(t, ξ)

F−(t, ξ)
+ F+(t, −ξ)

F−(t, −ξ)

)
I

+ 1

2ξ

(
F+(t, ξ)

F−(t, ξ)
− F+(t, −ξ)

F−(t, −ξ)

)
Q(t), t ∈ L , (2.14)

whereξ = f
1
2 (t). Next, by comparing the last relation with formula (2.2) we obtain that in order

for the boundary condition (2.10) to hold, we have to put

F+(t, ξ)

F−(t, ξ)
± F+(t, −ξ)

F−(t, −ξ)
= [b(t) + ξc(t)] ± [b(t) − ξc(t)], t ∈ L. (2.15)

By introducing the new function

λ(t, ξ) = b(t) + ξc(t), (t, ξ) ∈ �, ξ = w(t), (2.16)

defined on the contour� of the Riemann surfaceR, we realize that the conditions (2.15) are
equivalent to the following Riemann–Hilbert problem on the surfaceR:

F+(t, ξ) = λ(t, ξ)F−(t, ξ), (t, ξ) ∈ �. (2.17)

This problem is the subject of the next section.

3. Homogeneous Riemann–Hilbert boundary-value problem on a hyper elliptic surface of
genus 3

In this section we aim to analyse the boundary-value problem (2.17) on the surfaceR and reduce it
to Jacobi’s inversion problem. Consider the following problem.

Find a function F(s, w) meromorphic on R \ � which admits an H-continuous extension to �

(F±(t, ξ) are Hölder functions on �) and satisfies the boundary condition

F+(t, ξ) = λ(t, ξ)F−(t, ξ), (t, ξ) ∈ �. (3.1)
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Fig. 2 Canonical cross-sectionsa1, a2, a3

The last condition on the contour� of the Riemann surface can be rewritten on the contours
L1, L2 of the sheetsC1, C2 as follows:


+(t) = λ1(t)

−(t), t ∈ L1,


+(t) = λ2(t)

−(t), t ∈ L2 (3.2)

with

F±(t, ξ) =
{


±(t), ξ = +√
f (t), t ∈ L1,


±(t), ξ = −√
f (t), t ∈ L2.

(3.3)

Let us find a canonical function of the problem (3.1) that is a solution of the problem bounded at
infinity and admitting a finite number of poles and zeros.

First, we construct a system of canonical cross-sections of the surfaceR: a1, a2, a3 and
b1, b2, b3. The curvesa1, a2, a3 are smooth closed contours which coincide with the banks of the
cutss1s2, s3s4, s5s6, respectively. They lie on both sheetsC1, C2. These cross-sectionsa1, a2, a3
are indicated on Fig. 2. The positive direction is chosen in such a way that the first sheetC1 is on
the left when a point traverses the contour.

The cross-sectionb1 lies on both sheetsC1, C2 and consists of the arcss2s7 ⊂ C1 ands7s2 ⊂ C2.
The starting point iss2 ∈ C1. Then a point traverses the part of contourb1 ⊂ C1 to the point
s7 ∈ C1, passes to the second sheetC2 and returns froms7 ∈ C2 to the terminal points2 ∈ C2 that
coincides with the starting points2 ∈ C1. In Fig. 3, the part ofb1 on C1 is indicated by the solid
line and the rest, lying onC2, is shown as the broken line.
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Fig. 3 Canonical cross-sectionsb1, b2, b3

The cross-sectionsb2 andb3 are illustrated in Fig. 3 and defined as follows. The contourb2
consists of the arcs4s7 of the first sheetC1 and the arcs7s4 of the second sheetC2. The positive
direction is from the points4 ∈ C1 to the points7 ∈ C1 and then froms7 ∈ C2 back to the point
s4 ∈ C2. The last cross-section,b3, is aunion of the arcss6s7 ⊂ C1 and s7s6 ⊂ C2. A point
traverses the contour in the positive direction with the starting points6 ∈ C1 and the terminal point
s6 ∈ C2. The contoura j ( j = 1, 2, 3) intersects the curveb j from left to the right and there is
one point of intersection only. We note that the cross-sectionsa j andbk do not intersect ifj 
= k.
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a1
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b2b2 b3

a2 a3

Fig. 4 A sphere with three handles and the canonical cross-sections

Topologically, the hyperelliptic surfaceR is equivalent to a sphere with three handles. The loop-cuts
a j andb j ( j = 1, 2, 3) are shown schematically in Fig. 4.

The second step of the algorithm of the solution of a Riemann–Hilbert problem on Riemann
surfaces is a choice of an analogue of the Cauchy kernel on the surface that is one of Weierstrass’s
kernels. We shall use the following kernel (1):

dW = w + ξ

2ξ

dt

t − s
, (3.4)

with w = (−1) j−1 f
1
2 (s), s ∈ C j andξ = (−1) j−1 f

1
2 (t), t ∈ L j ⊂ C j ( j = 1, 2). If a point

(s, w) is fixed then the differentialdW decays for(t, ξ) → (∞, ∞ j ) as 1
2dt/t . Here and later we

denote by(∞, ∞1) and(∞, ∞2) the infinite points of the first and the second sheetsC1, C2. On
the other hand, if a point(t, ξ) is fixed, then the kerneldW has a pole of the third order at infinity.
Therefore we choose the solution to the homogeneous Riemann–Hilbert problem (3.1) in the form
which enables us to remove the pole of the solution at infinity (1)

F(s, w) = exp{ϕ(s, w)}, (s, w) ∈ R, (3.5)

ϕ(s, w) = 1

2π i

∫
�

logλ(t, ξ)dW +
3∑

j=1

[∫ (σ j ,w j )

(δ j ,v j )

dW + m j

∮
a j

dW + n j

∮
b j

dW

]
. (3.6)

The exponent of the first integral,

ϕ0(s, w) = 1

2π i

∫
�

logλ(t, ξ)dW, (3.7)
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satisfies the boundary condition of the problem (3.1)

exp{ϕ+
0 (t, ξ)} = λ(t, ξ) exp{ϕ−

0 (t, ξ)}, (t, ξ) ∈ �. (3.8)

However, sinceϕ0(s, w) grows at infinity ass3, the function exp{ϕ0(s, w)} has an essential
singularity at infinity. To remove it, we need the second term in the formula (3.6):

ϕ1(s, w) =
3∑

j=1

[∫ (σ j ,w j )

(δ j ,v j )

dW + m j

∮
a j

dW + n j

∮
b j

dW

]
, (3.9)

wherem j , n j are unknown integers. The integral∫ (σ j ,w j )

(δ j ,v j )

dW ( j = 1, 2, 3) (3.10)

is taken over any contourγ j with starting point(δ j , v j ) and terminal point(σ j , w j ). The contours
γ1, γ2 andγ3 lie on the surfaceR and do not intersect the cross-sectionsa1, a2, a3 andb1, b2, b3.
The points(δ j , v j ) ∈ C1 ( j = 1, 2, 3) are any fixed points such that(δ j , v j ) /∈ L1 andv j =
f

1
2 (δ j ). The points(σ j , w j ), (w j = f

1
2 (σ j ) or w j = − f

1
2 (σ j ) ( j = 1, 2, 3)) may lie on both

sheets of the surfaceR. The points(σ j , w j ) ( j = 1, 2, 3) will be specified later. The integral
(3.10) satisfies the Sokhotski–Plemelj formulae on the surfaceR and is therefore discontinuous
through the contourγ j with a jump of 2π i . In a neighbourhood of the end points(δ j , v j ) and
(σ j , w j ) ( j = 1, 2, 3) the integral (3.10) possesses the logarithmic singularities∫ (σ j ,w j )

(δ j ,v j )

dW =
{

log(s − σ j ) + O(1), (s, w) → (σ j , w j ),

− log(s − δ j ) + O(1), (s, w) → (δ j , v j ).
(3.11)

At infinity, the integral (3.10) has a pole of the third order. The other integrals∮
a j

dW and
∮

b j

dW (3.12)

are analytic on the surfaceR cut along the contoursa j , b j ( j = 1, 2, 3), respectively and
discontinuous through the corresponding contoursa j , b j with jumps of 2π i . It is needless to say
that both integrals (3.12) have poles of the third order at infinity.

Because the numbersm j , n j are integers, the functionF(s, w) is continuous through all the
contoursγ j , a j , b j ( j = 1, 2, 3). At the points(δ j , v j ) ( j = 1, 2, 3) this function has simple poles.
(We note that all the points(δ j , v j ) are distinct.) The points(σ j , w j ) are zeros of the function
F(s, w). Their order depends on whether the points(σ1, w1), (σ2, w2) and(σ3, w3) are different or
some of them coincide. It is always possible by choosing the initial points(δ j , v j ) ( j = 1, 2, 3) to
avoid the multiplicity of the zeros(σ j , w j ). In general, the functionϕ(s, w) grows at infinity ass3.
To define the conditions of boundedness of the functionϕ(s, w) at infinity, we rewrite formula (3.6)
as follows:

ϕ(s, w) = 1

4π i

∫
L

log{λ1(t)λ2(t)} dt

t − s
+ w(s)

4π i

∫
L

log
λ1(t)

λ2(t)

dt

f
1
2 (t)(t − s)

+1

2

3∑
j=1

[∫ σ j

δ j

dt

t − s
+ w(s)

(∫ (σ j ,w j )

(δ j ,v j )

+m j

∮
a j

+n j

∮
b j

)
dt

ξ(t)(t − s)

]
, (3.13)
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and use the identity

1

t − s
= −1

s
− t

s2
− t2

s3
+ t3

s3(t − s)
. (3.14)

The analysis of the behaviour of the functionϕ(s, w) at infinity shows that

ϕ(s, w) = −1

2

3∑
ν=1

[
1

2π i

∫
L

log
λ1(t)

λ2(t)

tν−1dt

f
1
2 (t)

+
3∑

j=1

(∫ (σ j ,w j )

(δ j ,v j )

+m j

∮
a j

+n j

∮
b j

)
tν−1dt

ξ(t)

]
w(s)

sν
+ O(1), s → ∞. (3.15)

In order for the functionϕ(s, w) to be bounded at infinity, it is necessary and sufficient that the
following three conditions be satisfied:

3∑
j=1

(∫ (σ j ,w j )

(δ j ,v j )

dων + m j

∮
a j

dων + n j

∮
b j

dων

)
= d◦

ν , ν = 1, 2, 3, (3.16)

where

d◦
ν = − 1

2π i

∫
L

log
λ1(t)

λ2(t)

tν−1

f
1
2 (t)

dt,

dων = tν−1dt

ξ(t)
. (3.17)

The differentialsdω1, dω2, dω3 form the basis of abelian differentials of the first kind on the surface
R. The integrals

Aν j =
∮

a j

tν−1dt

ξ(t)
and Bν j =

∮
b j

tν−1dt

ξ(t)
(3.18)

are theA-periods and theB-periods of the abelian integrals

ων = ων(s, w) =
∫ (s,w)

(s8,0)

tν−1dt

ξ(t)
, ν = 1, 2, 3. (3.19)

By using the notation (3.17) to (3.19) we rewrite the equations (3.16) as follows:

3∑
j=1

(
ων(σ j , w j ) + m j Aν j + n j Bν j

) = d∗
ν , ν = 1, 2, 3, (3.20)

where

d∗
ν = d◦

ν + ων(δ1, v1) + ων(δ2, v2) + ων(δ3, v3). (3.21)

The nonlinear system (3.20) with respect to the points(σ j , w j ) ∈ R and the integersm j , n j ( j =
1, 2, 3) is Jacobi’s inversion problem (1,18).
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4. Jacobi’s inversion problem

4.1 Solution in terms of the zeros of Riemann’s �-function

This section will summarize the algorithm (1) that reduces Jacobi’s inversion problem to the finding
of the zeros of Riemann’s�-function. LetR be a hyperelliptic Riemann surface of genush defined
by the algebraic function

w2 = (s − s1)(s − s2) . . . (s − s2h+2), (4.1)

where s1, s2, . . . , s2h+2 are distinct fixed complex numbers. The canonical cross-sections
a j , b j ( j = 1, 2, . . . , h) are chosen in the same manner as in section 3. Assume that
{u1(q), u2(q), . . . , uh(q)} is the normalized basis of the abelian integrals of the first kind. Here
and laterq = (s, w) ∈ R. The basis{uν(q)} (ν = 1, 2, . . . , h) has the followingA- andB-periods:

Aν j =
∮

a j

duν(p) = δ jν, Bν j =
∮

b j

duν(p) ( j, ν = 1, 2, . . . , h), (4.2)

where p = (t, ξ) ∈ R andδ jν is Kronecker’s symbol. The matrixB = (Bν j ) is symmetric and
Im(B) is positive definite.

Consider the classical Jacobi inversion problem on the surfaceR.

Given h constants d1, d2, . . . , dh find h points q1, q2, . . . , qh on the surface R and 2h integers
m1, m2, . . . , mh and n1, n2, . . . , nh such that

h∑
j=1

[uν(q j ) + n jBν j ] + mν = dν, ν = 1, 2, . . . , h. (4.3)

Hereq j = (σ j , w j ), w j = w(σ j ). It wasproved (1,18) that the solution of this problem always
exists. First, the problem (4.3) can be rewritten in the following form more convenient for further
analysis:

h∑
j=1

[uν(q j ) + n jBν j ] + mν = eν − kν, ν = 1, 2, . . . , h, (4.4)

whereeν = dν + kν andkν are Riemann’s constants of the surfaceR:

kν = −1
2 + 1

2Bνν −
h∑

j=1, j 
=ν

∮
a j

u−
ν (p)du j (p), (4.5)

andu−
ν (p) is the limit value of the functionuν(q) on the cross-sectiona j from the side of the second

sheetC2:

u−
ν (p) = lim

q→p,q∈C2

uν(q). (4.6)
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Next, we take the Riemann�-function

F(q) = �(u1(q) − e1, u2(q) − e2, . . . , uh(q) − eh)

=
∞∑

l1,l2,...lh=−∞
exp

{
π i

h∑
µ=1

h∑
ν=1

Bµνlµlν + 2π i
h∑

ν=1

lν[uν(q) − eν]
}

(4.7)

and show that its zeros provide the solution of the inversion problem. Since

h∑
µ=1

h∑
ν=1

Im(Bµν)lµlν (4.8)

is a positive definite form, the series (4.7) converges exponentially everywhere onR and therefore
F(q) is an entire function on the surfacêR formed from the original surfaceR by cutting it along
the cutsa1, a2, . . . , ah . Moreover, this function is single-valued on̂R, isdiscontinuous through the
cutsa1, a2, . . . , ah , and satisfies the boundary condition

F+(p) = F−(p) exp{π iB j j − 2π ie j + 2π iu+
j (p)}, p ∈ a j , j = 1, 2, . . . , h. (4.9)

Here

u+
j (p) = lim

q→p,q∈C1

u j (q) (4.10)

is the limit value of the functionu j (q) on the cross-sectiona j from the side of the sheetC1. To
establish the boundary condition (4.9) it is necessary to use the property of quasi-periodicity of the
�-function:

�(u1 + B1ν, u2 + B2ν, . . . , uh + Bhν) = exp(−π iBνν − 2π iuν)�(u1, u2, . . . , uh). (4.11)

Note that the functionF(p) is continuous through the cross-sectionsb1, b2, . . . , bh since it is
periodic with the unit period in each of its arguments:

�(u1, . . . , uν + 1, . . . , uh) = �(u1, . . . , uν, . . . , uh). (4.12)

The increment of the argument of the function exp{2π iu+
j (p)} along the contoura j is 2π . This

is because the basis{uν} is assumed to be normalized. Therefore the argument principle applied
for the cut surfaceR̂ enables us to find the number of zeros of the functionF(q) on the surface
R. The�-functionF(q) has exactlyh zeros (the zeros are counted according to the multiplicity).
Let q1, q2, . . . , qh be the zeros of the functionF(q) onR. It might turn out that the functionF(q)

is identically equal to zero. The simple criterion whether the Riemann�-function is trivial or not
was proposed by Zverovich (1). Choose anyh + 1 distinct points onR̂ and observe whether or not
all the h + 1 values of the functionF(q) vanish. It is clear that in the first caseF(q) ≡ 0. If the
�-function is trivial we analyseh + 1 values of its partial derivative of the first order with respect
to u j :

∂�

∂u j
(u1 − e1, u2 − e2, . . . , uh − eh), j = 1, 2, . . . , h. (4.13)
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Each non-trivial function (4.13) has on̂R preciselyh zeros providing the solution of Jacobi’s
inversion problem. In the case of the problem (3.20) on the surfaceR of genush = 3, there is
another possibility. The coefficientsd∗

ν corresponding to the problem (3.20) depend on the choice
of the initial points(δ j , v j ), j = 1, 2, 3. Therefore by changing the position of these points, it
is possible to get a new�-function to be non-trivial and to avoid analysing the derivatives of the
�-function.

Next, consider the integral

Jν = 1

2π i

∫
∂R̃

uν(p)
F′(p)

F(p)
dp, (4.14)

whereR̃ is the surfaceR cut along the union of the cross-sectionsa1, a2, . . . , ah , andb1, b2, . . . , bh

and∂R̃ is the boundary of the surfacẽR. On one hand, by the logarithmic residue theorem, the
integralJν can be expressed through the zeros of the functionF(q), namely

Jν =
h∑

j=1

uν(q j ). (4.15)

On the other hand, the above integral can be written as a sum of the integrals over the contours
a+

j , a−
j , b+

j , b−
j ( j = 1, 2, . . . , h). All the contoursa+

j , a−
j , b+

j , b−
j are closed curves. The loops

a+
j , b+

j are the left sides of the cross-sectionsa j , b j , and the other curvesa−
j , b−

j are the right sides

of a j , b j , respectively. We mention thata+
j ⊂ C1 and a−

j ⊂ C2 ( j = 1, 2, . . . , h). Then we
take into account that the abelian integrals of the first kinduν(p) are multiple-valued. Using the
boundary condition (4.9) the following expression for the integral (4.14) is found:

Jν = −
h∑

j=1

n jBν j − mν + eν − kν . (4.16)

By comparing (4.15) and (4.16) we arrive at the system of nonlinear equations that is Jacobi’s
inversion problem (4.4). This means that to solve the problem (4.3), we have to find the zeros
of the Riemann�-function F(q). The final step of the algorithm is to find the integersmν and
nν (ν = 1, 2, . . . , h) from the system (4.4) which is a linear algebraic system with respect to these
integers. Separate the real and imaginary parts of the left- and right-hand-sides of the equations to
obtain the system for the integersnν :

h∑
j=1

n j Im(Bν j ) = Im(ην), ν = 1, 2, . . . , h, (4.17)

where

ην = eν − kν −
h∑

j=1

uν(q j ). (4.18)

We mention that the matrix Im(B) = (Im{Bν j }) (ν, j = 1, 2, . . . , h) is symmetric and positive
definite. The other integersmν are defined explicitly:

mν = Re(ην) −
h∑

j=1

n j Re(Bν j ). (4.19)
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Thus, the key point in the solution of Jacobi’s inversion problem is defining the zeros of the Riemann
�-function. To find them one can use an analytical technique proposed by Zverovich (1). It is also
possible to apply a direct numerical method based on the argument principle (see Appendix B).

4.2 Zverovich’s procedure

This method reduces the problem of identification of the zeros to a system ofh algebraic equations.
Let us describe the procedure. First, consider the auxiliary integral

Iν = 1

2π i

∫
∂R̂

tνd logF(p) (4.20)

over the boundary of the surfaceR cut along the cross-sectionsa1, a2, . . . , ah . By the logarithmic
residue theorem

Iν =
h∑

j=1

σν
j + res

q=∞∈C1

sνF′(q)

F(q)
+ res

q=∞∈C2

sνF′(q)

F(q)
, (4.21)

whereq = (s, w) ∈ R, w = w(s), andq j = (σ j , w j ) are the zeros of theθ -functionF(q). On
the other hand, the integralIν can be represented as a sum of the integrals overa+

j anda−
j ( j =

1, 2, . . . , h):

Iν = 1

2π i

h∑
j=1

(∮
a+

j

+
∮

a−
j

)
tνd logF(p). (4.22)

The directions of the loopsa+
j anda−

j are opposite (the positive directions on the contours are
chosen so that the surfacêR is on the left when a point traverses the curves). Therefore

Iν = 1

2π i

h∑
j=1

∮
a j

tν[d logF+(p) − d logF−(p)]. (4.23)

By using the boundary condition (4.9) we get

Iν = 1

2π i

h∑
j=1

∮
a j

tνd[π iB j j − 2π ie j + 2π iu+
j (p)] =

h∑
j=1

∮
a j

tνdu+
j (p). (4.24)

Taking into account formula (4.21) we obtain the following nonlinear system of algebraic equations
for the affixesσ1, σ2, . . . , σh of the pointsq1, q2, . . . , qh on the Riemann surfaceR:

h∑
j=1

σν
j = εν, ν = 1, 2, . . . , h, (4.25)

whereεν are determined by quadratures

εν =
h∑

j=1

∮
a j

tνdu+
j (p) − res

q=∞∈C1

sνF′(q)

F(q)
− res

q=∞∈C2

sνF′(q)

F(q)
. (4.26)
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The solution of the system (4.25) provides the affixes of the pointsq1 = (σ1, w1), q2 =
(σ2, w2), . . . , qh = (σh, wh) on the Riemann surfaceR. Each pointqν (ν = 1, 2, . . . , h) may
lie on either sheet of the surfaceR.

The final step of the algorithm is to find the numbersnν (ν = 1, 2, . . . , h) from the linear
algebraic system system (4.17); the numbersmν are given explicitly by (4.19). Those sets of the
pointsq j ( j = 1, 2, . . . ) are a genuine solution for which all the numbersm j , n j are integers.

4.3 Equivalence of Jacobi’s inversion problem to an algebraic equation

In sections 4.1 and 4.2 it was revealed that the classical approach for Jacobi’s inversion problem
leads, first, to identification of the zeros of Riemann’sθ -function and secondly, to solution of
the system ofh algebraic equations (4.25). Let us show that the latter system is equivalent to
an algebraic equation of degreeh.

1. Obviously, ifh = 2, then the system (4.25) reduces to the quadratic equation

2σ 2 − 2ε1σ + ε2
1 − ε2 = 0.

2. Forh = 3, we notice that from the first and second equations in (4.25) the unknownsσ2 and
σ3 can be expressed in terms ofσ1 only:

σ2 = 1

2

(
ε1 − σ1 + √

�(σ1)
)

, σ3 = 1

2

(
ε1 − σ1 − √

�(σ1)
)

, (4.27)

where
√

�(s) is any fixed branch of the function�
1
2 (s) and

�(σ) = −3σ 2 + 2ε1σ − ε2
1 + 2ε2. (4.28)

By substituting formulae (4.27) into the last equation (4.25), we arrive at the cubic equation with
respect toσ1:

6σ 3 − 6ε1σ
2 + 3(ε2

1 − ε2)σ − ε3
1 + 3ε1ε2 − 2ε3 = 0. (4.29)

For each rootσ (ν)
1 (ν = 1, 2, 3) of this equation, there is a definite pair(σ

(ν)
2 , σ

(ν)
3 ) with σ

(ν)
2 , σ

(ν)
3

determined by formulae (4.27). However, due to the symmetry of the system (4.25), all the triples
(σ

(ν)
1 , σ

(ν)
2 , σ

(ν)
3 ) (ν = 1, 2, 3) coincide. Thus, the three roots of the cubic equation (4.29) provide

the solution of the system (4.25):σ1 = σ
(1)
1 , σ2 = σ

(2)
1 , σ3 = σ

(3)
1 .

3. In general, applying the Viéte theorem yields an algebraic equation of degreeh. Realization
of this idea for the caseh = 4 is reported in Appendix A.

5. Solution of Jacobi’s inversion problem for the hyperelliptic surface of genus 3 by
quadratures

The main aim of this section is to construct an efficient solution of Jacobi’s inversion problem (3.20)
that the Riemann–Hilbert boundary-value problem (3.1) was reduced to.
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5.1 Determination of the A- and B-periods of the abelian integrals

To apply the procedure of the previous section, we have to evaluate theA- and B-periods of the
abelian integrals defined in (3.19) and normalize the basisω1, ω2, ω3. Let us start with the integrals

Aν j =
∮

a j

tν−1dt

ξ(t)
(ν, j = 1, 2, 3), (5.1)

wherea j is the closed contour on the sheetC1. It is convenient to transform the expression of the

branch of the functionξ(t) = f
1
2 (t) that was chosen in section 2. Let us writet = ρ0 exp(iθ). Then

it is easy to verify that

t − s j = 2iρ0 sin
θ − θ j

2
ei(θ+θ j )/2 ( j = 1, 2, . . . , 8), (5.2)

wheres j = ρ0 exp(iθ j ) are branch points of the functionf
1
2 (s). By direct multiplication, the

functionξ(t) becomes

ξ(t) =
[

8∏
j=1

(t − s j )

] 1
2

= 16ρ4
0e2iθ ξ0(θ), (5.3)

where

ξ0(θ) =
(

8∏
j=1

sin
θ − θ j

2

) 1
2

. (5.4)

Wenote that due to the symmetry

ei(θ1+θ2+···+θ8)/2 = 1. (5.5)

The branch of the new functionξ0(θ) must be consistent with the chosen branchξ(t) of the function
f

1
2 (t). Sinceξ(s) ∼ s4 ass → ∞, we fix the branch of the functionξ0(θ) so thatξ0(0) > 0.

Formula (5.3) enables us to write down the limit values of the functionξ(t) on the contoura j ( j =
1, 2, 3):

ξ(t) = ±16iρ4
0e2iθ |ξ0(θ)| as |t | = ρ0 ± 0, t ∈ a1 ∪ a3,

ξ(t) = ∓16iρ4
0e2iθ |ξ0(θ)| as |t | = ρ0 ± 0, t ∈ a2. (5.6)

Substituting the last relations into the definition (5.1) of theA-periods gives

Aν1 = −ρν−4
0

8

∫ 1
2π−θ0

θ0

e(ν−2)iθ

|ξ0(θ)| dθ (ν = 1, 2, 3). (5.7)

Because of the symmetry of the location of the pointss1, s2, . . . , s8, we obtain for the otherA-
periods

Aν2 = iν Aν1, Aν3 = (−1)ν Aν1 (ν = 1, 2, 3). (5.8)
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Here we have used the quasi-periodicity of the functionξ0(θ):

ξ0

(
1

2
π + θ

)
=

(
8∏

j=1

sin
1
2π + θ − θ j

2

) 1
2

= −ξ0(θ). (5.9)

Next, compute theB-periods of the abelian integrals

Bν j =
∮

b j

tν−1dt

ξ(t)
( j, ν = 1, 2, 3). (5.10)

Let us start withBν1 (ν = 1, 2, 3). It is worthwhile to recall the definition of the closed contourb1.
It consists of the arcss2s3, s3s4, . . . , s6s7 on the first sheetC1 and the arcss7s6, s6s5, . . . , s3s2 on
the second sheetC2 (Fig. 3). Therefore, from (5.10)

Bν1 =
6∑

r=2

∫
sr sr+1⊂C1

tν−1dt

ξ+(t)
+

6∑
r=2

∫
s9−r s8−r ⊂C2

tν−1dt

ξ−(t)
. (5.11)

The new functionsξ+(t) andξ−(t) are the limit values of the functionw(s) defined by

ξ+(t) = lim
s→t∈b1,s∈C1

w(s) = f
1
2 (t)

∣∣∣∣|t |=ρ0+0
,

ξ−(t) = lim
s→t∈b1,s∈C2

w(s) = − f
1
2 (t)

∣∣∣∣|t |=ρ0−0
. (5.12)

The continuity of the functionf
1
2 (t) through the arcss2s3, s4s5 ands6s7 guarantees the discontinuity

of the functionw(s) through these portions of the cross-sectionb1. On the contrary, because of the
condition (5.6), the functionw(s) is continuous through the arcss3s4 and s5s6. On the arcs of
the discontinuity, by using the alternative representation (5.3) of the functionξ(t), we have the
following formulae for the limit values of the functionw(s):

ξ±(t) = ∓16ρ4
0e2iθ |ξ0(θ)|, t ∈ (s2s3) ∪ (s6s7),

ξ±(t) = ±16ρ4
0e2iθ |ξ0(θ)|, t ∈ (s4s5) ∪ (s8s1). (5.13)

The direction of the arcss2s3, . . . , s6s7 on C1 is opposite to that for the arcss7s6, . . . , s3s2 on C2.
By cancelling the integrals over the arcss3s4, s5s6 on the first sheetC1 ands6s5, s4s3 on C2, in
virtue of (5.11), (5.13), (5.3) and (5.4), we get

Bν1 = − iρν−4
0

8

(∫ 1
2π+θ0

1
2π−θ0

−
∫ π+θ0

π−θ0

+
∫ 3

2π+θ0

3
2π−θ0

)
e(ν−2)iθ

|ξ0(θ)| dθ (ν = 1, 2, 3). (5.14)

By the property of quasi-periodicity (5.9), the last integral is transformed into

Bν1 = − iρν−4
0

8

∫ θ0

−θ0

e(ν−2)iθ

|ξ0(θ)| dθ (ν = 1, 2, 3). (5.15)
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To compute the other periodsBν2 and Bν3, we notice that the closed contourb2 consists of the
arcss4s5, s5s6, s6s7 on C1 and the arcss7s6, s5s4, s4s3 on C2.The contourb3 consists of the arcs
s6s7 ⊂ C1 ands7s6 ⊂ C2. Similarly to computing the periodsBν1 (ν = 1, 2, 3), we get

Bν2 = − iρν−4
0

8

(
−

∫ π+θ0

π−θ0

+
∫ 3

2π+θ0

3
2π−θ0

)
e(ν−2)iθ

|ξ0(θ)| dθ = −[(−1)ν + (−i)ν]Bν1,

Bν3 = − iρν−4
0

8

∫ 3
2π+θ0

3
2π−θ0

e(ν−2)iθ

|ξ0(θ)| dθ = −(−i)ν Bν1 (ν = 1, 2, 3). (5.16)

Thus, the desirable matrices of theA- and B-periods of the abelian integralsA = (Aν j ), B =
(Bν j ) (ν, j = 1, 2, 3) have been found:

A =

A11 i A11 −A11

A21 −A21 A21
A31 −i A31 −A31


 ,

B =

B11 (1 + i)B11 i B11

B21 0 B21
B31 (1 − i)B31 −i B31


 . (5.17)

We carried out the calculation of the periodsAν1 and Bν1 (ν = 1, 2, 3) and they are given by
formulae (5.7) and (5.15).

5.2 Normalization of the basis of the abelian integrals

The canonical basis for the abelian integrals of the first kind is formed by

uν = µν1ω1 + µν2ω2 + µν3ω3, ν = 1, 2, 3, (5.18)

where the coefficientsµνr (r = 1, 2, 3) provide the solution of the three separate systems of linear
algebraic equations

3∑
ν=1

Aν jµrν = δ jr ( j, r = 1, 2, 3) (5.19)

(δ jr is Kronecker’s symbol). By substituting the elements of the matrixA from (5.17) into (5.19)
and solving the last systems with respect toµνr we find the matrix of transformation from the old
non-normalized basisω1, ω2, ω3 to the new canonical basisu1, u2, u3:

u = Mω, (5.20)

where

u =

u1

u2
u3


 , ω =


ω1

ω2
ω3


 ,
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M =




µ11 µ12 µ13

µ21 µ22 µ23

µ31 µ32 µ33


 =




1 − i

4A11

1

2A21

1 + i

4A31

− i

2A11
0

i

2A31

−1 + i

4A11

1

2A21
−1 − i

4A31




. (5.21)

The definition of theA-periods and the representation (5.18) reveal the links between theA-periods
of the old and the new basis of the abelian integrals:

Aν j =
∮

a j

duν =
∮

a j

(µν1dω1 + µν2dω2 + µν3dω3)

= µν1A1 j + µν2A2 j + µν3A3 j , (5.22)

that is,Aν j (ν, j = 1, 2, 3) are the elements of the product of the matricesM andA: A = MA. It
is easy to verify thatAν j = δν j . Similarly, theB-periods of the basisu1, u2, u3

Bν j =
∮

b j

duν (5.23)

are the elements of the matrixMB. By direct calculation we find that

B = 1

2




1 − i

2
�1 + �2 + 1 + i

2
�3 �1 + �3

1 + i

2
�1 + �2 + 1 − i

2
�3

−i�1 + i�3 (1 − i)�1 + (1 + i)�3 �1 + �3

−1 + i

2
�1 + �2 − 1 − i

2
�3 −i�1 + i�3

1 − i

2
�1 + �2 + 1 + i

2
�3


 ,

(5.24)

where

�ν = Bν1

Aν1
, ν = 1, 2, 3. (5.25)

Since the matrix of theB-periods corresponds to the canonical basis it must, by the theory of abelian
integrals, first, be symmetric and second, satisfy the condition that Im(B) is a positive definite
matrix. At first glance, the matrixB is not symmetric. Let us prove that, in fact, the matrix (5.24)
enjoys the property thatBν j = B jν . To do this we notice that the following identities

A31 = iρ2
0 A11, B31 = ρ2

0 B11 (5.26)

hold. Indeed, formula (5.7) yields

A31 = − 1

8ρ0

∫ 1
2π−θ0

θ0

eiθ dθ

|ξ0(θ)| . (5.27)

By changing the variablesθ = 1
2π − θ∗ and using the relation∣∣∣∣ξ0

(
π

2
− θ∗

)∣∣∣∣ = |ξ0(θ∗)| (5.28)
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we obtain another expression for the same integralA31

A31 = − i

8ρ0

∫ 1
2π−θ0

θ0

e−iθ dθ

|ξ0(θ)| . (5.29)

Comparing formula (5.29) with (5.7) shows that the identityA31 = iρ2
0 A11 is valid. The second

relation in (5.26) is proved similarly. Identities (5.26) enable us to simplify the matrix of theB-
periods

B = i


β1 + β2 β1 β2

β1 2β1 β1
β2 β1 β1 + β2


 , (5.30)

where

β1 = −1 + i

2

B11

A11
, β2 = − i

2

B21

A21
. (5.31)

It is now seen that the matrixB is symmetric. To verify the second property of the matrixB, namely,
the positive definiteness of the matrix Im(B), we analyse the coefficientsβ1 andβ2. Because of
the quasi-periodicity (5.28) of the functionξ0(θ) we can reduce the expressions for the periods
A11, A21, B11 andB21 to the form

A11 = i − 1

4ρ3
0

α1, A21 = − α2

4ρ2
0

,

B11 = − iα3

4ρ3
0

, B21 = − iα4

4ρ2
0

, (5.32)

whereα1, α2, α3 andα4 are positive and are defined by the integrals

α1 = 1

2

∫ 1
4π

θ0

cosθ + sinθ

|ξ0(θ)| dθ, α2 =
∫ 1

4π

θ0

dθ

|ξ0(θ)| ,

α3 =
∫ θ0

0

cosθ

|ξ0(θ)|dθ, α4 =
∫ θ0

0

dθ

|ξ0(θ)| . (5.33)

By the definition (5.31) and from formulae (5.32) and (5.33) the coefficientsβ1 andβ2 are positive:

β1 = α3

2α1
, β2 = α4

2α2
. (5.34)

Consider the quadratic form

3∑
ν=1

3∑
j=1

Bν j xνx j = i[β1(x1 + x2)
2 + β2(x1 + x3)

2 + β1(x2 + x3)
2], (5.35)

wherex1, x2, x3 are real. Sinceβ1 > 0, β2 > 0 the form Im(B) is positive definite and the real part
of the matrixB vanishes: Re(B) = 0.
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Identities (5.26) allow us to simplify the expressions for the elements of the canonical basis

u1 = 1 − i

4A11

(
ω1 + ω3

ρ2
0

)
+ ω2

2A21
,

u2 = 1

2A11

(
−iω1 + ω3

ρ2
0

)
,

u3 = −1 + i

4A11

(
ω1 − ω3

ρ2
0

)
+ ω2

2A21
. (5.36)

5.3 Reduction of the inversion problem (3.20)to a cubic equation

We are now able to state the Jacobi inversion problem (3.20) in terms of the canonical basis
u1, u2, u3. To do this we rewrite the original problem (3.20) as follows:

3∑
j=1

[
ω(σ j , w j ) + m j A j + n j B j

] = d∗, (5.37)

whereA j , B j ( j = 1, 2, 3) andd∗ are the vector-columns

A j =

A1 j

A2 j

A3 j


 , B j =


B1 j

B2 j

B3 j


 , d∗ =


d∗

1
d∗

2
d∗

3


 . (5.38)

Multiply the vector equation (5.37) from the left by the transformation matrixM. Then

3∑
j=1

[
u(σ j , w j ) + m jA j + n jB j

] = d, (5.39)

whereB j is the j th column of the matrixB defined in (5.30),A j is the j th column of the unit
matrix andd is the vector-column with the elements

d1 = 1 − i

4A11

(
d∗

1 + d∗
3

ρ2
0

)
+ d∗

2

2A21
,

d2 = 1

2A11

(
−id∗

1 + d∗
3

ρ2
0

)
,

d3 = −1 + i

4A11

(
d∗

1 − d∗
3

ρ2
0

)
+ d∗

2

2A21
. (5.40)
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Therefore the Jacobi inversion problem in the canonical basis is given by

3∑
j=1

[uν(σ j , w j ) + n jBν j ] + mν = dν, ν = 1, 2, 3; (5.41)

that is a particular caseh = 3 of the problem (4.3) considered in section 4. In that section, this
problem was reduced to the algebraic system (4.25) which in the case under consideration becomes

σ1 + σ2 + σ3 = ε1,

σ 2
1 + σ 2

2 + σ 2
3 = ε2,

σ 3
1 + σ 3

2 + σ 3
3 = ε3 (5.42)

with the coefficientsε1, ε2, ε3 defined from (4.26) forh = 3:

εν =
3∑

j=1

3∑
r=1

µ jr Aν+r, j − Rν1 − Rν2 (ν = 1, 2, 3), (5.43)

where

Rνr = res
q=∞∈Cr

sνF′(q)

F(q)
(r = 1, 2). (5.44)

Wehave already established (section 4.3) that the system (5.42) is equivalent to the cubic equation

σ 3 − ε1σ
2 + 1

2(ε2
1 − ε2)σ − 1

6(ε3
1 − 3ε1ε2 + 2ε3) = 0. (5.45)

5.4 Evaluation of the coefficients of the cubic equation

Thus, to find the points(σ1, w1), (σ2, w2), (σ3, w3) or, equivalently, to solve the cubic equation
(5.45) it is necessary to know the coefficientsε1, ε2 andε3. Formula (5.43) givesε j ( j = 1, 2, 3)
in terms ofAν+r, j and the residuesRνr . Obviously, the first and second sets of the coefficientsA2 j

and A3 j are the correspondingA-periods of the basisω1, ω2, ω3 defined in (5.7), (5.8). The other
coefficients can be expressed through the basic vector-columnAν1 (ν = 1, 2, 3):

Aν+r,1 = −ρν+r−4
0

8

∫ 1
2π−θ0

θ0

e(ν+r−2)iθ

|ξ0(θ)| dθ,

Aν+r,2 = iν+r Aν+r,1, Aν+r,3 = (−1)ν+r Aν+r,1 (ν + r = 4, 5, 6). (5.46)

To evaluate the residuesRν1, Rν2, we find the coefficientc−1 in the Laurent expansion of
the meromorphic functionsνF′(q)[F(q)]−1 in a neighbourhood of the infinite points on both
sheetsC1, C2: (∞, ∞1) and (∞, ∞2). First, by substituting (5.30) into (4.7), we rewrite the
representation for the Riemann�-functionF(q) in the form

F(q) =
∞∑

l1=−∞

∞∑
l2=−∞

∞∑
l3=−∞

exp{−π [β1(l1 + l2)
2 + β2(l1 + l3)

2 + β1(l2 + l3)
2]·

+2π i[l1(u1(q) − e1) + l2(u2(q) − e2) + l3(u3(q) − e3)]}, (5.47)

whereeν = dν + kν , the coefficientsdν and Riemann’s constantskν are defined by (5.40) and (4.5),
respectively.
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5.4.1 Riemann’s constants. To simplify the expressions for Riemann’s constantskν of the
surfaceR, weevaluate the integral in (4.5). Based on the relation

u−
ν (t) − u+

ν (t) =
∮

b j

duν(p), t ∈ a j (ν, j = 1, 2, 3) (5.48)

and allowing for the valueBν j of the above integral, we may now rewrite the Riemann constants as
follows:

kν = −1
2 + 1

2Bνν −
3∑

j=1, j 
=ν

[∮
a j

u+
ν (t)du j (t) + Bν j

∮
a j

du j (t)

]
. (5.49)

Clearly, the last integral in (5.49) is equal to 1. Recall thatu+
ν (t) is the limit value of the function

uν(q) on both banks of the slits2 j−1s2 j ⊂ C1. Let t = t+ be a point of the upper side of the cut
(|s| = ρ0 + 0) onC1. Then

u+
ν (t+) =

∫ s2 j−1

s8

duν(s) +
∫ t

s2 j−1

duν(τ
+) = u+

ν (s2 j−1) + ũν j (t), (5.50)

whereu+
ν (s2 j−1) is the value of the first integral along a smooth curve on the first sheet which

does not intersect the canonical cross-sections of the surface;ũν j (t) gives the value of the second
integral along the upper arcs2 j−1t of the slit. If t = t− lies on the lower bank of the cut, then since
duν(τ

−) = −duν(τ
+), τ ∈ s2 j−1s2 j , we get

u+
ν (t−) =

∫ s2 j−1

s8

duν(s) +
∫ t

s2 j−1

duν(τ
−) = u+

ν (s2 j−1) − ũν j (t). (5.51)

By substituting (5.50) and (5.51) into (5.49) we transform the first integral in (5.49) as follows:∮
a j

u+
ν (t)du j (t) =

∫ s2 j

s2 j−1

[(
u+

ν (s2 j−1) − ũν j (t)
)

du j (t
−) − (

u+
ν (s2 j−1) + ũν j (t)

)
du j (t

+)
]

.

(5.52)

The differentialsdu j have opposite signs on the upper and lower banks of the cuts:du j (t+) =
−du j (t−), t ∈ s2 j−1s2 j . Therefore∮

a j

u+
ν (t)du j (t) = 2u+

ν (s2 j−1)

∫ s2 j

s2 j−1

du j (t
−) = u+

ν (s2 j−1)

∮
a j

du j (t) = u+
ν (s2 j−1), (5.53)

and formula (5.49) becomes

kν = −1
2 + 1

2Bνν −
3∑

j=1, j 
=ν

[
u+

ν (s2 j−1) + Bν j
]

. (5.54)

It is possible to evaluateu+
ν (s2 j−1) explicitly. For u+

ν (s1) we get

u+
ν (s1) =

∫ s1

s8

duν(s) = −
∫ s8

s1

duν(s). (5.55)
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The last integral is taken over the inner side of the cuts1s8 onC1. Then the line of integration does
not intersect the canonical cross-sections and

u+
ν (s1) = −

(∫ s2

s1

+
∫ s4

s3

+
∫ s6

s5

)
duν(s

−) −
(∫ s3

s2

+
∫ s5

s4

+
∫ s7

s6

)
duν(s) −

∫ s8

s7

duν(s
−),

(5.56)

where the first sum is equal to12, and the sum of the second group of integrals is equal to1
2Bν1.

Since the differentialsduν are linearly expressible through the differentials

dω j (t) = t j−1

ξ(t)
dt, j = 1, 2, 3, (5.57)

and at infinity(∞, ∞1) ∈ C1 they behave ast j−5dt , it follows that(∮
a1

+
∮

a2

+
∮

a3

)
uν(s) +

∮
s7s8

duν(s) = 0. (5.58)

The sum of the first group of integrals is 1. Therefore∫ s8

s7

duν(s
−) = −1

2
, ν = 1, 2, 3. (5.59)

The explicit expression follows from use of the formulae (5.56) and (5.59):

u+
ν (s1) = −1

2Bν1, ν = 1, 2, 3. (5.60)

Similarly,

u+
ν (s3) = −1

2Bν2 + 1
2δν1, u+

ν (s5) = −1
2Bν3 + 1

2 (1 − δν3) , ν = 1, 2, 3, (5.61)

whereδνr is Kronecker’s symbol. Now, formulae (5.54), (5.60), (5.61) and (5.30) enable us to
obtain Riemann’s constants of the surfaceR:

k1 = −3
2, k2 = −1, k3 = −1

2. (5.62)

5.4.2 Residues Rνr . Let us derive the behaviour of the abelian integralsων(q) at infinity and
evaluate the residues (5.44).

Fix a pointq∗ ∈ Cr (r = 1, 2) on the ray args = −θ0 such that|q∗| � ρ0 and use the asymptotic

expansion of the functionf − 1
2 (s) at infinity

f − 1
2 (s) = 1

s4
+ M1

s8
+ 3M2

1 − M2

2s12
+ O(s−16), s → ∞. (5.63)

Then we represent the abelian integral as follows:

ων(q) = (−1)r−1

[ ∫ q∗

q0

sν−1ds

f
1
2 (s)

+
∫ q

q∗
sν−1

(
1

s4
+ M1

s8
+ 3M2

1 − M2

2s12
+ . . .

)
ds

]
, q ∈ Cr .

(5.64)
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Hereq0 = (s8, 0). The contour of integrationq0q consists of points(s, w) of the segment

[q0, q∗] = {s : ρ0 � |s| � ρ∗, args = −θ0} (ρ∗ = |q∗|),
and any curveq∗q such that|s| > ρ∗. This choice guarantees that the path of integration does
not cross the cross-sectionsaν andbν (ν = 1, 2, 3). The second integral in (5.64) can be found
explicitly and we arrive at the asymptotic expansion of the abelian integralsων(q) at infinity

ων(q) = (−1)r−1

[
Iν + sν−4

ν − 4
+ M1

ν − 8
sν−8 + O(sν−12)

]
, s → ∞ (q ∈ Cr ), (5.65)

where

Iν = ei(4−ν)θ0

∫ ρ∗

ρ0

ρν−1dρ√
(ρ4 − ρ4

0)(ρ4 − ρ4
0e8iθ0)

− qν−4∗
ν − 4

− M1qν−8∗
ν − 8

− (3M2
1 − M2)qν−12∗
2(ν − 12)

+ O(ρν−16∗ ) (ν = 1, 2, 3). (5.66)

Hereq∗ = ρ∗e−iθ0, ρ∗ � ρ0.
To compute the residues (5.44) we shall need expansions at infinity not only for the abelian

integrals but also for their first derivative:

ω′
ν(q) = (−1)r−1

[
sν−5 + M1sν−9 + 3M2

1 − M2

2
sν−13 + O(sν−17)

]
, s → ∞, q ∈ Cr .

(5.67)

By substituting (5.65) into (5.47) and introducing the notation

�r (l1, l2, l3) = π [β1(l1 + l2)
2 + β2(l1 + l3)

2 + β1(l2 + l3)
2]

−2π i
3∑

ν=1

lν

(
3∑

j=1

(−1)r−1µν j I j − eν

)
(5.68)

we get the asymptotic expansion for the functionF(q)

F(q) =
∞∑

l1=−∞

∞∑
l2=−∞

∞∑
l3=−∞

exp{−�r (l1, l2, l3)

+2π i(−1)r−1
3∑

ν=1

lν
3∑

j=1

[
µν j

s j−4

j − 4
+ O(s j−7)

]}
,

q → ∞ ∈ Cr , r = 1, 2. (5.69)

The positive definiteness of the quadratic form Im(B) is important for the series representation of
the �-function F(q) to be convergent. In fact, the convergence is extremely rapid and just the
first few terms yield an accuracy of dozens of significant figures. For our purposes, we need an
asymptotic expansion for the function 1/F(q) that follows from (5.69)

1

F(q)
= 1

a0r
+ a1r

a2
0r s

+ a0r a2r + a2
1r

a3
0r s2

+ O

(
1

s3

)
, q → ∞ ∈ Cr , (5.70)
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where

a0r =
∞∑

l1=−∞

∞∑
l2=−∞

∞∑
l3=−∞

e−�r (l1,l2,l3),

a1r = (−1)r−12π i
∞∑

l1=−∞

∞∑
l2=−∞

∞∑
l3=−∞

τ3e−�r (l1,l2,l3),

a2r = π i
∞∑

l1=−∞

∞∑
l2=−∞

∞∑
l3=−∞

[
(−1)r−1τ2 − 2π iτ2

3

]
e−�r (l1,l2,l3), r = 1, 2. (5.71)

Here we have introduced the following notation:

τ j =
3∑

ν=1

µν j lν . (5.72)

Next, we study the behaviour of the derivative of the�-functionF′(q)

F′(q) = 2π i
∞∑

l1=−∞

∞∑
l2=−∞

∞∑
l3=−∞

[l1u′
1(q) + l2u′

2(q) + l3u′
3(q)]

× exp

{
−π [β1(l1 + l2)

2 + β2(l1 + l3)
2 + β1(l2 + l3)

2]

+2π i
3∑

ν=1

lν[uν(q) − eν]
}

(5.73)

at infinity. By the same procedure that was applied for the function 1/F(q), we establish that the
derivativeF′(q) enjoys the expansion

F′(q) = b2r

s2
+ b3r

s3
+ b4r

s4
+ O

(
1

s5

)
, q → ∞ ∈ Cr , (5.74)

where
b2r = a1r , b3r = 2a2r ,

b4r = 2π i
∞∑

l1=−∞

∞∑
l2=−∞

∞∑
l3=−∞

{(−1)r−1τ1 − 2π iτ2τ3

−π iτ3[τ2 + (−1)r 2π iτ2
3 ]}e−�r (l1,l2,l3), r = 1, 2. (5.75)

Thus, we find

sνF′(q)

F(q)
= sν

[
b2r

s2
+ b3r

s3
+ b4r

s4
+ O

(
1

s5

)]

×
[

1

a0r
+ a1r

a2
0r s

+ a0r a2r + a2
1r

a3
0r s2

+ O

(
1

s3

)]
, q → ∞ ∈ Cr . (5.76)
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Now it is straightforward to obtain the desired expressions for the residues of the function in the
left-hand side in (5.76) at the infinite points on both sheets of the surfaceR:

R1r = −b2r

a0r
,

R2r = −b3r

a0r
− b2r a1r

a2
0r

,

R3r = −b4r

a0r
− a1r b3r

a2
0r

− (a0r a2r + a2
1r )b2r

a3
0r

. (5.77)

Thus, the coefficientsε1, ε2, ε3 in the cubic equation (5.45) are determined explicitly by formulae
(5.43), (5.7), (5.8), (5.46) and (5.77).

5.5 Explicit expressions for the integers nν and mν

Now we proceed to the solution of the cubic equation (5.45). Clearly, the list of possible solutions
possesses eight triples of the pointsq1, q2, q3. For each set of the points, the numbersnν andmν

(ν = 1, 2, 3) are easily found from the linear system (4.17) and formulae (4.19):

n1 = (β1 + 2β2)η
◦
1 − β1η

◦
2 + (β1 − 2β2)η

◦
3

4β1β2
,

n2 = −β1η
◦
1 + (β1 + 2β2)η

◦
2 − β1η

◦
3

4β1β2
,

n3 = (β1 − 2β2)η
◦
1 − β1η

◦
2 + (β1 + 2β2)η

◦
3

4β1β2
,

mν = Re(ην), ν = 1, 2, 3. (5.78)

Here we have assumed the following notation:

η◦
ν = Im(ην), ην = dν −

3∑
j=1

uν(q j ), (5.79)

and used the property of the matrixB: Re(Bν j ) = 0 (ν, j = 1, 2, 3). The solution of the system
(4.17) exists and is unique because the determinant of the system, 4β2

1β2, is always positive.
Formulae (5.78) provide an efficient test to verify whether the set{qν, nν, mν (ν = 1, 2, 3)} is a

genuine solution of Jacobi’s problem or a mock one.
Indeed, the parametersnν, mν(ν = 1, 2, 3) are integers, so must be the right-hand sides of

formulae (5.78). This completes the solution of the Jacobi inversion problem (3.20) for the
hyperelliptic surface of genus 3. The problem is solved by quadratures.

6. Solution of the vector Riemann–Hilbert problem

The purpose of this section is to derive an exact solution of the homogeneous Riemann–Hilbert
problem (2.1). By substituting the factorization (2.10) of the matrixG(t) into the boundary
condition (2.1) we obtain

X+(t)Φ+(t) = −X−(t)Φ−(t) + X−(t)g(t), t ∈ L. (6.1)



636 Y. A. ANTIPOV AND V. V. SILVESTROV

The vectorX−(t)g(t) satisfies the Ḧolder condition on the contourL and therefore admits the
representation

X−(t)g(t) = Ψ+(t) − Ψ−(t), t ∈ L (6.2)

through the limit values of the vector

Ψ(s) = 1

2π i

∫
L

X−(t)g(t)

t − s
dt . (6.3)

Now the boundary condition becomes

X+(t)Φ+(t) − Ψ+(t) = −X−(t)Φ−(t) − Ψ−(t), t ∈ L , (6.4)

and it is ready for applying the generalized Liouville’s theorem. It has been pointed out that the
function F(s, w) has three simple poles(δ j , v j ) ( j = 1, 2, 3) on the first sheetC1 and three simple
zerosq j ( j = 1, 2, 3) on the surfaceR. This means that in the vicinity of the points(δ j , v j ) the
solution of the Riemann–Hilbert problem (3.1) behaves as follows:

F(s, w) ∼ D j (s − δ j )
−1, s → δ j , (s, w) ∈ C1, D j = const,

F(s, −w) = O(1), s → δ j , (s, −w) ∈ C2, j = 1, 2, 3. (6.5)

Assume that the zeroq j lies on the first sheetC1. Then

F(s, w) ∼ E j (s − σ j ),
1

F(s, −w)
= O(1), s → σ j ,

E j = const, (s, w) ∈ C1, j = 1, 2, 3. (6.6)

The situation changes symmetrically ifq j ∈ C2:

1

F(s, w)
= O(1), F(s, −w) ∼ E j (s − σ j ), s → σ j , (s, w) ∈ C1, j = 1, 2, 3. (6.7)

Let us derive the behaviour of the vectorsX±(s)Φ±(s) at the pointss = δ j . Sincew2(s) =
l2(s) + m(s)n(s), the matrixY(s, w) is singular and rankY(s, w) = 1. Therefore by formulae
(2.11), (2.12), (6.5)

X±(s)Φ±(s) ∼ D j

s − δ j
Y(δ j , v j )Φ±(δ j ) = D j

2(s − δ j )

×
[(

1 + l(δ j )

v j

)
�±

1 (δ j ) + m(δ j )

v j
�±

2 (δ j )

] (
1
ζ j

)
, s → δ j ∈ C

±, (6.8)

where�±
1 (s), �±

2 (s) are the components of the vector-functionsΦ±(s), respectively,v j = w(δ j )

and

ζ j = n(δ j )

l(δ j ) + v j
. (6.9)
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At infinity, the matricesX±(s) are bounded and the vectorsΦ±(s),Ψ±(s) vanish. By the continuity
principle and the generalized Liouville’s theorem the vectors

E+(s) = X+(s)Φ+(s) − Ψ+(s), s ∈ C
+,

E−(s) = −X−(s)Φ−(s) − Ψ−(s), s ∈ C
− (6.10)

constitute the analytical continuation of one another and they are a rational vector

E+(s) = E−(s) =
3∑

j=1

C j

s − δ j

(
1
ζ j

)
, s ∈ C, (6.11)

whereC1, C2, C3 are arbitrary constants. Hence by inverting the matricesX+(s), X−(s) in (6.10),
the solution of the problem (2.1) becomes

Φ+(s) = [X+(s)]−1

[
Ψ+(s) +

3∑
j=1

C j

s − δ j

(
1
ζ j

)]
, s ∈ C

+,

Φ−(s) = −[X−(s)]−1

[
Ψ−(s) +

3∑
j=1

C j

s − δ j

(
1
ζ j

)]
, s ∈ C

−. (6.12)

Let us analyse the solution at the pointss = δr (r = 1, 2, 3). First, we note that

X−1(s) ∼ Y(δ j , −v j )

F(δ j , −v j )
+ O(s − δ j ), s → δ j ( j = 1, 2, 3). (6.13)

It is straightforward to check that

Y(δ j , −v j )

(
1
ζ j

)
= 1

2

(
1 − v−1

j l(δ j ) − v−1
j m(δ j )ζ j

−v−1
j n(δ j ) + [1 + v−1

j l(δ j )]ζ j

)
=

(
0
0

)
(6.14)

and, therefore, the pointss = δ1, δ2, δ3 are removable singularities of the vector-functionsΦ±(s).
As far as the pointss = σ1, σ2, σ3 are concerned, they are simple poles of the function[F(s, w)]−1

or of the function[F(s, −w)]−1 on the sheetC1. Hence

[X−1(s)] ∼ Y(σr , wr )

Er (s − σr )
, s → σr (r = 1, 2, 3), (6.15)

wherewr = f
1
2 (σr ) for a pointq j ∈ C1, andwr = − f

1
2 (σr ) for a pointq j ∈ C2. In general, we

would have six conditions eliminating the singularities of the vector

X−1(s)

[
Ψ(s) +

3∑
j=1

C j

s − δ j

(
1
ζ j

)]
(6.16)
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at the pointss = σ1, s = σ2, s = σ3. However, because rankY(s, w) = 1, we have only three
conditions:(

1 + l(σr )

wr

) (
�1(σr ) +

3∑
j=1

C j

σr − δ j

)
+ m(σr )

wr

(
�2(σr ) +

3∑
j=1

ζ j C j

σr − δ j

)
= 0, r = 1, 2, 3,

(6.17)

where�1(s), �2(s) are the components of the vectorΨ(s). Thus, in order for the vectorΦ(s) to be
analytic at the pointss = σr (r = 1, 2, 3) it is necessary and sufficient that the constantsC1, C2, C3
provide the solution of the system of linear algebraic equations

3∑
j=1

χr j C j = hr (r = 1, 2, 3), (6.18)

where

χr j = 1

σr − δ j

(
1 + l(σr ) + m(σr )ζ j

wr

)
,

hr = −
(

1 + l(σr )

wr

)
�1(σr ) − m(σr )

wr
�2(σr ). (6.19)

The definition of the constantsC1, C2, C3 completes the solution of the vector Riemann–Hilbert
boundary-value problem (2.1).

7. Canonical factorization and the partial indices

7.1 Definition of the canonical matrix

The factorization matrixX(s) we have constructed, possesses three poles at the pointsδ1, δ2, δ3.
At the three pointsσ1, σ2, σ3 the determinant of the matrix vanishes and at infinity the matrix is
bounded. The matrixX(s) allows us to apply the generalized Liouville theorem and to find the
exact solution of the non-homogeneous Riemann–Hilbert problem (2.1). However, it does not give
an answer to the fundamental questions in matrix factorization theory.

(i) What are the partial indices of the problem (2.1)?
(ii) Are the partial indices stable or not?

The main purpose of this section is to construct the canonical matrix and determine the partial
indices. We reproduce the basic definitions (23 to 25) that we need to proceed further.

Let ϒ j (s) = ϒ◦
j (s)(s − s0)

α j , s → s0 ( j = 1, . . . , n), whereϒ◦
j (s) is bounded and does not

vanish at the points = s0. Then the real numberα j is called the order of the functionϒ j (s) at the
point s = s0. The order of the vectorΥ(s) = (ϒ1(s), . . . , ϒn(s))� is α = min{α1, . . . , αn}.

Assume further thatϒ j (s) = ϒ∗
j (s)s

−α j , s → ∞ ( j = 1, . . . , n), whereϒ∗
j (s) is bounded at

infinity andϒ∗
j (∞) 
= 0. Then, by the Gakhov definition (24), the orderα of the vectorΥ(s) at

infinity is defined in the same manner:α = min{α1, . . . , αn}.
A matrix Z(s) is said to be innormal form at a points = s0 with respect to the columns if the

order of the determinant at this point is equal to the sum of the orders of the columns.



FACTORIZATION ON A RIEMANN SURFACE 639

A matrix

X0(s) =

χ

(1)
1 (s) . . . χ

(n)
1 (s)

. . . . . . . . .

χ
(1)
n (s) . . . χ

(n)
n (s)


 (7.1)

consisting ofn solutionsχ( j)(s) = (χ
( j)
1 (s), . . . , χ( j)

n (s))� ( j = 1, . . . , n) of the homogeneous
boundary-value problem

Φ+(t) + D(t)Φ−(t) = 0, t ∈ L , (7.2)

which are analytic everywhere in a finite complex plane and admitting poles at infinity, is called the
canonical matrix if it satisfies the following two properties:

(i) detX0(s) 
= 0 everywhere in a finite complex plane;
(ii) the matrixX0(s) is in normal form at infinity.

If the matrixX0(s) possesses the property (i) only, then it is called anormal matrix.
The orders of the columns of the canonical matrixκ1 � κ2 � · · · � κn are called thepartial

indices of the boundary-value problem. The partial indices play an essential part in the theory of
solvability of a vector boundary-value problem and in the theory of approximate methods for vector
Riemann–Hilbert problems. Indeed, the partial indices can be unstable. By the stability criterion
for the partial indices (23, 28), the system of the partial indicesκ1 � · · · � κn is stable if and
only if κn − κ1 � 1. If the partial indices do not satisfy the above criterion, then (27) in any
neighbourhood of the matrixD(t) there exists a matrixDε(t) with the partial indices{κ ′

1, . . . , κ
′
n}

which are different fromκ1, . . . , κn . Therefore the factorization factorsX+
ε (t), X−

ε (t) for the matrix
Dε(t) cannot be too close to the matricesX+

0 (t), X−
0 (t), respectively. This circumstance may not

guarantee the convergence of an approximate solution to the exact one.
Let us outline the procedure of construction of the canonical matrix for the problem (2.1). First,

we write down the homogeneous problem in the form (7.2), that is,

Φ+(t) + [G(t)]−1Φ−(t) = 0, t ∈ L. (7.3)

Thus, the original matrix we have to work with, is[X(s)]−1 given by (2.11). The matrixX(s)
has poles at the pointss = δ1, s = δ2, s = δ3 and detX(s) = 0 ass = σ1, s = σ2, s = σ3.
Therefore, its counterpart[X(s)]−1 possesses three polesσ j and the determinant has three zeros:
det[X(δ j )]−1 = 0 ( j = 1, 2, 3). To obtain the canonical matrix, we apply the Gakhov algorithm
(24). The procedure consists of three steps. At the first stage, we reduce the matrix[X(s)]−1 to
normal form at the pointsδ j ( j = 1, 2, 3) and remove the zeros of its determinant. The second
step of the algorithm eliminates the polesσ j and transforms the matrix[X(s)]−1 into normal form
at these points. Finally, we check whether the new matrix is in normal form at infinity and if not
reduce it to normal form which, in fact, is the canonical matrix.

7.2 A normal matrix

Westart with the points = δ1, the zero of the function det[X(s)]−1, and reduce the matrix to normal
form at this point. In virtue of formula (6.5), in the vicinity of the points = δ1, the matrix[X(s)]−1
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admits the representation

[X(s)]−1 =




F1

(
1 − l1

v1

)
+ F11(s − δ1) + . . . −F1

m1

v1
+ F12(s − δ1) + . . .

−F1
n1

v1
+ F21(s − δ1) + . . . F1

(
1 + l1

v1

)
+ F22(s − δ1) + . . .


 , (7.4)

whereF1 
= 0 andFjr 
= 0 ( j, r = 1, 2) are constants. Here and later we use the notation

(v j , l j , m j , n j ) = (w, l, m, n)(δ j ) ( j = 1, 2, 3) and v2
j = l2

j + m j n j . (7.5)

Clearly, the order of det[X(s)]−1 at s = δ1 is 1 while the sum of the orders of the columns is 0. The
matrix is not in normal form at this point. Introduce the matrixT◦

1

T◦
1 =

(
1 0
t1 1

)
, (7.6)

wheret1 = (v1 − l1)m
−1
1 . The matrix[X(s)]−1T◦

1 is in normal form at the points = δ1 and the
orders of the columns are 1 and 0. Therefore the matrix that eliminates the zero of det[X(s)]−1 has
the following form:

T1(s) =
(

(s − δ1)
−1 0

t1(s − δ1)
−1 1

)
. (7.7)

The determinant of the new matrix[X(s)]−1T1(s) does not vanish and the elements of this matrix
are still analytic at the points = δ1. We repeat the procedure and find the next matrix of
transformationT2(s)

T2(s) =



δ2 − δ1

s − δ2
0

t2 − t1
s − δ2

1


 (7.8)

with t2 = (v2 − l2)m
−1
2 . To proceed further we need the expression of the product of the two

matricesT1(s) andT2(s), that is,

T1(s)T2(s) =
(

ẑ0(s) 0
z0(s) 1

)
, (7.9)

where

ẑ0(s) = δ2 − δ1

(s − δ1)(s − δ2)
, z0(s) = t1(δ2 − δ1)

(s − δ1)(s − δ2)
+ t2 − t1

s − δ2
. (7.10)

It is clear that det{[X(s)]−1T1(s)T2(s)} 
= 0 at thepointss = δ1, δ2, and the new matrix is analytic
at these points. The last zero of the determinant of the matrix[X(s)]−1, the points = δ3, can be
eliminated by the matrix

T3(s) =




(δ3 − δ1)(δ3 − δ2)

(δ2 − δ1)(s − δ3)
0(

t3 − δ3 − δ1

δ2 − δ1
t2 − δ2 − δ3

δ2 − δ1
t1

)
1

s − δ3
1


 , (7.11)
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wheret3 = (v3 − l3)m
−1
3 . Therefore, the matrix[X(s)]−1T(s) is not singular at the pointsδ1, δ2

andδ3. Here we introduce the notation

T(s) = T1(s)T2(s)T3(s) =
(

ẑ1(s) 0
z1(s) 1

)
, (7.12)

where

ẑ1(s) = (δ3 − δ1)(δ3 − δ2)

(s − δ1)(s − δ2)(s − δ3)
,

z1(s) = (δ3 − δ1)(δ3 − δ2)

(s − δ2)(s − δ3)

(
t1

s − δ1
+ t2 − t1

δ2 − δ1

)
+

(
t3 − δ3 − δ1

δ2 − δ1
t2 − δ2 − δ3

δ2 − δ1
t1

)
1

s − δ3
.

(7.13)

At the next stage, we remove the poles of the matrix[X(s)]−1, the pointsσ1, σ2, σ3. The solution
of the Riemann–Hilbert problem (3.1) has three zeros on the surfaceR. Let the zero(σr , wr ) lie on
the sheetC j (r = 1, 2, 3; j = 1, 2). Then

s − σr

F(s, w)
= F̂j + O(s − σr ), (s, w) → (σr , wr ) ∈ C j , F̂j = const
= 0,

s − σr

F(s, −w)
= O(s − σr ), (s, −w) → (σr , −wr ) ∈ C3− j . (7.14)

The behaviour of the matrix[X(s)]−1T(s)(s − σ1) at the points = σ1 is defined by

[X(s)]−1T(s)(s − σ1)

= 1

2




F̂1

(
1 + l̂1

w1

)
+ F̂11(s − σ1) + . . . F̂1

m̂1

w1
+ F̂12(s − σ1) + . . .

F̂1
n̂1

w1
+ F̂21(s − σ1) + . . . F̂1

(
1 − l̂1

w1

)
+ F̂22(s − σ1) + . . .


 , (7.15)

whereF̂jr 
= 0 ( j, r = 1, 2) are constants and

(w j , l̂ j , m̂ j , n̂ j ) = (w, l, m, n)(σ j ) ( j = 1, 2, 3) and w2
j = l̂2

j + m̂ j n̂ j . (7.16)

Doubtless, the above algorithm leads to a new matrix, say,[X(s)]−1R(s) which is not singular at all
the six pointss = δr , s = σr (r = 1, 2, 3). The following chain of formulae determines the matrix
of transformationR(s):

R(s) = (s − σ1)(s − σ2)(s − σ3)

(
ẑ4(s) 0
z4(s) 1

)
, (7.17)
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where

zr+1(s) =
(

zr (s) − zr (σr )

ẑr (σr )
+ t̂r

)
1

s − σr
, r = 1, 2, 3,

ẑ4(s) = (σ3 − δ1)(σ3 − δ2)(σ3 − δ3)(σ3 − σ1)(σ3 − σ2)

(s − δ1)(s − δ2)(s − δ3)(s − σ1)(s − σ2)(s − σ3)
,

ẑ3(s) = (σ2 − δ1)(σ2 − δ2)(σ2 − δ3)(σ2 − σ1)

(s − δ1)(s − δ2)(s − δ3)(s − σ1)(s − σ2)
,

ẑ2(s) = (σ1 − δ1)(σ1 − δ2)(σ1 − δ3)

(s − δ1)(s − δ2)(s − δ3)(s − σ1)
, (7.18)

andt̂r = −(wr + l̂r )m̂−1
r , r = 1, 2, 3. Without loss of generality,̂tr 
= 0. The matrix[X(s)]−1R(s)

is analytic in any finite part of the complex plane, its columns are solutions of the homogeneous
problem (7.3) and the determinant of the matrix does not vanish everywhere in a finite plane. By
the definition,[X(s)]−1R(s) is a normal matrix of solutions.

7.3 The canonical matrix

To construct the canonical matrix of solutions, we have to reduce the normal matrixX∗(s) =
[X(s)]−1R(s) to normal form at infinity. For definiteness, we fix the behaviour of the polynomials
l(s), m(s) andn(s) at infinity:

l(s) ∼ s4, m(s) ∼ m, n(s) ∼ n, s → ∞, (7.19)

wherem, n are constants. The choice (7.19) is determined by the behaviour of the corresponding
polynomials in the matrix arising in the problem of scattering by a perforated panel in section 8.
Then the matrix[X(s)]−1 can be represented at infinity as follows:

[X(s)]−1 =
(

F−1
0 + O(s−1) 1

2m(F−1
0 − F0)s−4 + O(s−5)

1
2n(F−1

0 − F0)s−4 + O(s−5) F0 + O(s−1)

)
, s → ∞,

(7.20)

whereF0 
= 0 is the leading term in the expansion of the functionF(s, w) at infinity:

F(s, w) ∼ F (−1) j−1

0 + O(s−1), (s, w) → (∞, ∞ j ). (7.21)

Since the functionŝz4(s) and z4(s) decay at infinity: ẑ4(s) = O(s−6) and z4(s) = O(s−1) as
s → ∞, it follows that the expansion of the normal matrixX∗(s) at infinity is given by

X∗(s) =
(

a(1)
11 s−2 + a(2)

11 s−3 + . . . a(1)
12 s−1 + a(2)

12 s−2 + . . .

a(1)
21 s2 + a(2)

21 s + . . . a(1)
22 s3 + a(2)

22 s2 + . . .

)
, s → ∞, (7.22)

where

a(1)
11 = mt̂3

2

(
1

F0
− F0

)
, a(1)

12 = m

2

(
1

F0
− F0

)
,

a(1)
21 = t̂3F0, a(1)

22 = F0. (7.23)
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Clearly, the other coefficients can be written down as well. It is seen that the orders of the columns
at infinity are−2 and−3. At the same time, the order of the determinant at infinity equals 0. The
matrix is not in normal form at infinity. Multiplying the matrixX∗(s) from the right by a polynomial
matrix with a constant determinant enables us to increase the order of the second column up to−2.
One of the matrices that does this is

U1(s) =
(

1 ν1s
0 1

)
, ν1 = −a(1)

22

a(1)
21

. (7.24)

The above choice of the parameterν1 guarantees the relations

a(1)
j1 ν1 + a(1)

j2 = 0, j = 1, 2. (7.25)

Therefore, the new matrixX∗(s)U1(s) admits the following expansion at infinity:

X∗(s)U1(s) =
(

a(1)
11 s−2 + . . . (ν1a(2)

11 + a(2)
12 )s−2 + . . .

a(1)
21 s2 + . . . (ν1a(2)

21 + a(2)
22 )s2 + . . .

)
, s → ∞. (7.26)

The sum of the orders of the columns at infinity equals−4. However, it still does not coincide with
the order of the determinant, that is, 0. At the next stage, we multiply the matrixX∗(s)U1(s) from
the right by the matrix

U2(s) =
(

1 0
ν2 1

)
, ν2 = − a(1)

21

ν1a(2)
21 + a(2)

22

(7.27)

and find that the orders at infinity of the matrixX∗(s)U1(s)U2(s) are different, namely,−1 and
−2. The order of the determinant is still the same and is equal to zero. The leading terms of the
expansion at infinity of the new matrix are given by

X∗(s)U1(s)U2(s)

=
(

{a(1)
11 + ν2(ν1a(2)

11 + a(2)
12 )}s−2 + . . . (ν1a(2)

11 + a(2)
12 )s−2 + . . .

{a(2)
21 + ν2(ν1a(3)

21 + a(3)
22 )}s + . . . (ν1a(2)

21 + a(2)
22 )s2 + . . .

)
, s → ∞· (7.28)

Wecarry on reducing the normal matrix to canonical form. Multiply successively from the right the
matrix X∗(s)U1(s)U2(s) by the matricesU3(s), U4(s) andU5(s), where

U j (s) =
(

1 ν j s
0 1

)
( j = 3, 5) and U4(s) =

(
1 0
ν4 1

)
. (7.29)

The coefficientsν3, ν4, ν5 are chosen as follows:

ν3 = − ν1a(2)
21 + a(2)

22

a(2)
21 + ν2(ν1a(3)

21 + a(3)
22 )

,

ν4 = − a(2)
21 + ν2(ν1a(3)

21 + a(3)
22 )

ν3[a(3)
21 + ν2(ν1a(4)

21 + a(4)
22 )] + ν1a(3)

21 + a(3)
22

,

ν5 = − ν3[a(3)
21 + ν2(ν1a(4)

21 + a(4)
22 )] + ν1a(3)

21 + a(3)
22

a(3)
21 + ν2(ν1a(4)

21 + a(4)
22 ) + ν4{ν3[a(4)

21 + ν2(ν1a(5)
21 + a(5)

22 )] + ν1a(4)
21 + a(4)

22 }
. (7.30)
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Now we have achieved the desired behaviour of the matrix at infinity:

X∗(s)U(s) =
(

â11s−1 + . . . â12 + . . .

â21 + . . . â22 + . . .

)
, s → ∞. (7.31)

Hereâr j 
= 0 (r, j = 1, 2) are constants and

U(s) =
5∏

j=1

U j (s)

=
(

1 + ν1ν2s + ν4s(ν1 + ν3 + ν1ν2ν3s) [ν5(1 + ν1ν2s) + (1 + ν4ν5s)(ν1 + ν3 + ν1ν2ν3s)]s
ν2 + ν4(1 + ν2ν3s) ν2ν5s + (1 + ν2ν3s)(1 + ν4ν5s)

)
.

(7.32)

The constructed matrix

X0(s) = [X(s)]−1R(s)U(s) (7.33)

possesses the following properties:

(i) it is a normal matrix of solutions;
(ii) lim s→∞ detX0(s) = −â12â21 
= 0;

(iii) the orders of both columns at infinity are equal to zero.

Hence the matrixX0(s) is the canonical matrix of solutions and the partial indices areκ1 = 0,
κ2 = 0. By the stability criterion, the partial indices are stable. The total index of the vector
Riemann–Hilbert problem (2.1) isκ = ind detG(t) = indλ1(t) + indλ2(t) = 0. At the same time,
it is the sum of the partial indices, and therefore, again,κ = κ1 + κ2 = 0.

8. Scattering by a perforated sandwich panel

8.1 Formulation

As an illustration of the proposed technique, we find an exact solution of the problem of scattering
of sound waves by the edges of a sandwich panel. The panel consists of two thin semi-infinite elastic
plates. The first plate{−∞ < x < 0, y = ±0} is a rigid screen. The second one{0 < x < ∞, y =
±0} is a perforated panel with acoustically rigid walls (Fig. 5). The two plates are clamped in such
a way that the displacement and gradient are zero at the pointx = 0, y = 0.

Let the primary source be an incident plane wave of potentialφinc = exp{ik(x sinθ +
y cosθ)}, y < 0, wherek = ω0/c0 is the acoustic wave number,ω0 is an angular frequency,
c0 is the sound speed in the fluid. The total velocity potential can be represented in the form

(φinc + φref + φ0)e
−iω0t (y < 0), φ1e−iω0t (y > 0), (8.1)

whereφref is the potential of a reflected waveφref = exp{ik(x sinθ − y cosθ)}, y < 0, and the
potentialsφ0, φ1 are solutions of the Helmholtz equation

(� + k2)φ0 = 0, |x | < ∞, y < 0,

(� + k2)φ1 = 0, |x | < ∞, y > 0, (8.2)
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y

rigid screen perforated plate

x0

θ

φinc

Fig. 5 Geometry of the physical problem

with � = ∂2/∂x2 + ∂2/∂y2. The suffices 0 and 1 refer respectively to the unperforated and
perforated sides of the plate. On the rigid screen, the potentials satisfy the boundary conditions

∂φ0

∂y
= ∂φ1

∂y
= 0, −∞ < x < 0, y = 0. (8.3)

On the perforated panel, the Leppington boundary conditions are imposed (33)(
1

µ4

∂4

∂x4
− 1

)
∂φ0

∂y
+ α(φ1 − φ0) = 2αeikx sinθ , 0 < x < ∞, y = 0,

∂φ0

∂y
− ∂φ1

∂y
− τkφ1 = 0, 0 < x < ∞, y = 0, (8.4)

whereµ4 = Mpω
2
0/Bp, α = ρ/Mp, ρ is the mean fluid density,Mp is the mass per unit area of

the plate andBp is the bending stiffness of the plate,τ is the Leppington parameter:

τ = kd

1 − k2V/(2ra)
. (8.5)

Herera is the aperture radius,V is the cell volume,d is the plate separation of the panel. In addition,
the edge conditions are stipulated as

∂φ0

∂y
= ∂2φ0

∂x∂y
= 0, x = y = 0. (8.6)

This problem was stated and reduced to a vector Riemann–Hilbert problem by Jones (34). We
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write down those intermediate relations that are essential for the further analysis. Assume that
k = k′ + ik′′ (0 < k′′ � k′ andk′′ < Im(s1), s1 = ρ0 exp{iθ1}). Letµ = µ′ + iµ′′ (0 < µ′′ � µ′).
Applying the Laplace transform

� j+(y; s) =
∫ ∞

0
φ j (x, y)eisx dx, � j−(y; s) =

∫ 0

−∞
φ j (x, y)eisx dx ( j = 0, 1) (8.7)

to the boundary-value problem (8.2), (8.3), (8.4) reduces it to a new problem for the ordinary
differential equation(

d2

dy2
− γ 2

)
[� j−(y; s) + � j+(y; s)] = 0, j = 0 if y < 0 and j = 1 if y > 0,

d

dy
�0−(0; s) = d

dy
�1−(0; s) = 0,

(s4 − µ4)
d

dy
�0+(0; s) + αµ4[�1+(0; s) − �0+(0; s)] = 2iαµ4

s + k sinθ
− N (s)

d

dy
�0+(0; s) − d

dy
�1+(0; s) − τk�1+(0; s) = 0, (8.8)

where

γ 2 = s2 − k2, N (s) = isφ′
0xx (0, 0) − φ′

0xxx (0, 0) (8.9)

and

φ′
0xx (0, 0) = ∂3φ0

∂x2∂y
(0, 0), φ′

0xxx (0, 0) = ∂4φ0

∂x3∂y
(0, 0) (8.10)

are constants to be determined. The problem (8.8) is reducible to the following Riemann–Hilbert
problem:

G(t)Φ+(t) + Φ−(t) = g(t), t ∈ L , (8.11)

where

Φ+(s) =
(

�0+(0; s) + 2i(s + k sinθ)−1 + N1s + N2
�1+(0; s)

)
, Φ−(s) =

(
�0−(0; s)
�1−(0; s)

)
,

G(t) = 1

γ (t)(t4 − µ4)

(
γ (t)(t4 − µ4) − αµ4 αµ4

αµ4 (γ (t) − τk)(t4 − µ4) − αµ4

)
,

g(t) =
(

2i

t + k sinθ
+ N1t + N2

)
J, J =

(
1
0

)
,

N1 = − iφ′
0xx (0, 0)

αµ4
, N2 = φ′

0xxx (0, 0)

αµ4
. (8.12)

Here and subsequently thes-plane is cut along the straight lines fromk = k′ + ik′′ to ik′′ + ∞
and from−k = −k′ − ik′′ to −ik′′ − ∞. Whenk′′ → 0, the contourL becomes the real axis,
passing above the branch point ats = −k, below the branch point ats = k and above the point
s = −k sinθ . The branch of the functionγ (s) is chosen such thatγ (0) = −ik.
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8.2 Solution by quadratures

It is seen that the matrix coefficientG(s) possesses the structure (2.2). Indeed, if we put

b(t) = (γ (t) − τk/2)(t4 − µ4) − αµ4

γ (t)(t4 − µ4)
, c(t) = τk

2γ (t)(t4 − µ4)
,

l(t) = t4 − µ4, m(t) = n(t) = 2αµ4

τk
, (8.13)

then the matrix (8.12) coincides with (2.2). The characteristic polynomial becomes

f (t) = l2(t) + m(t)n(t) = t8 − 2µ4t4 + µ8

(
1 + 4α2

τ2k2

)
. (8.14)

Letting k′′ = +0, µ′′ = +0, we achieve

M1 = µ4, M2 = µ8

(
1 + 4α2

τ2k2

)
> M2

1, (8.15)

that is, the condition (2.4) is satisfied. Since the functions

λ1(t) = b(t) + c(t) f
1
2 (t), λ2(t) = b(t) − c(t) f

1
2 (t) (8.16)

are even with respect tot , it follows that the indices of the functionsλ1(t), λ2(t) are zero and come
to agree with the conditions (2.5). The integrals (3.17) admit the following simplification:

d◦
ν = − 1

π i

∫
L+

log
λ1(t)

λ2(t)

tν−1

f
1
2 (t)

dt, ν = 1, 3, d◦
2 = 0, (8.17)

with L+ = {Re(s) ∈ (0, k′), Im(s) = 0}∪ {Re(s) ∈ (k′, ∞), Im(s) = −0}. The factorization of the
matrix G(t) is given by formulae (2.10), (2.11), (3.5), (3.13).

Wenote that ifk′′ = +0 andµ′′ = +0 then the first integral in (3.13)

�0(s) = 1

4π i

∫
L

log{λ1(t)λ2(t)} dt

t − s
(8.18)

has singularities at the pointss = −k, −µ, k, µ. Indeed, from (8.13), (8.16) we get

λ1(t)λ2(t) = 1

(t2 − k2)(t4 − µ4)
[γ (t)(γ (t) − τk)(t4 − µ4) − 2αµ4γ (t) + αµ4τk]. (8.19)

Let us select a branch of the function log(s + k) on the upper side of the cut(−∞, −k) and pick up
abranch of log(s − k) on the lower side of the cut(k, ∞). Then

log(t + k) = [log(t + k)]+, [log(t + k)]− = log(t + k) − 2π i,

log(t − k) = [log(t − k)]−, [log(t − k)]+ = log(t − k) + 2π i . (8.20)
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For the chosen branches we obtain (35)

�0(s) =
{

1
2 log(s + a) + !1(s), s → −a, s ∈ C

+,

!1(s), s → −a, s ∈ C
−,

�0(s) =
{

!2(s), s → a, s ∈ C
+,

−1
2 log(s − a) + !2(s), s → a, s ∈ C

−,
(8.21)

wherea = k, µ and !1(s), !2(s) are analytic in the vicinity of the pointss = −a, s = a,
respectively. Next, by substituting formulae (8.21) into (3.13), in virtue of relations (2.11), (2.12)
we get the behaviour of the matricesX±(s) at the singular points

X+(s) ∼ (s + a)1/2I, s → −a (a = k, µ),

X−(s) ∼ (s − a)−1/2I, s → a (a = k, µ) (8.22)

and the matricesX+(s) andX−(s) are analytic at the pointss = a ands = −a, respectively.
In the particular case (8.11) of the vectorg(t) there is no need to introduce the Cauchy integral

(6.3). As before, in section 6, to construct the solution of the non-homogeneous boundary-value
problem (8.11), instead of the canonical matrixX0(s) that possesses rather cumbersome form, we
use the factorization matrixX(s). Eliminating the pole at the points = −k sinθ and substituting
the factorization (2.10) into the boundary condition (8.11) we obtain

X+(t)Φ+(t) − 2i

t + k sinθ
X−(−k sinθ)J

= −X−(t)Φ−(t) + X−(t)(N1t + N2)J + 2i

t + k sinθ
[X−(t) − X−(−k sinθ)]J· (8.23)

Observe now that the functionϕ(s, w) defined by (3.13) satisfies the conditions (3.16) and therefore
the functionF(s, w) is bounded at infinity:

F(s, w) = F0 + O(s−1), s → ∞, (s, w) ∈ C1,

F(s, −w) = F−1
0 + O(s−1), s → ∞, (s, −w) ∈ C2,

F0 = exp

{
−1

2

3∑
j=1

(∫ (σ j ,w j )

(δ j ,v j )

t3dt

ξ(t)
+ m j A4 j + n j B4 j

)}
, (8.24)

with A4 j defined by (5.46) andB4 j given by

B41 = − i

8

∫ θ0

−θ0

e2iθ

|ξ0(θ)|dθ, B42 = −2B41, B43 = −B41. (8.25)

Therefore, the behaviour of the factorization matrixX(s) at infinity becomes

X±(s) ∼ diag{F0, F−1
0 }, s → ∞, s ∈ C

±. (8.26)

Then we follow the scheme of section 6 and use that�+
1 (s) = N1s + N2 + O(s−1), s → ∞. The
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desired solution is given by

Φ+(s) = [X+(s)]−1

[
Ψ(s) +

3∑
j=1

C j

s − δ j

(
1
ζ j

)]
, s ∈ C

+,

Φ−(s) = −[X−(s)]−1

[
Ψ(s) +

3∑
j=1

C j

s − δ j

(
1
ζ j

)]

+
(

2i

s + k sinθ
+ N1s + N2

)
J, s ∈ C

−, (8.27)

where

Ψ(s) = 2i

s + k sinθ
X−(−k sinθ)J + F0(N1s + N2)J, (8.28)

and the constantsC1, C2, C3 are defined by (6.18) with the elements�1(s), �2(s) of the vector
(8.28). Finally, we find the two unknown constantsN1 and N2. These constants should be fixed
from the two conditions

�0+(0; s) − �1+(0; s) + 2i

s + k sinθ
− N (s)

αµ4
= 0 as s = µ, iµ ∈ C

+ (8.29)

which follow from the definition of the functiond�0+(0; s)/dy:

d

dy
�0+(0; s) = µ4α

s4 − µ4

[
�0+(0; s) − �1+(0; s) + 2i

s + k sinθ
− N (s)

αµ4

]
, (8.30)

and ensure the analyticity of the right-hand side in (8.30) at the pointss = µ, iµ. The definition of
the constantsφ′

0xx (0, 0) andφ′
0xxx (0, 0) from (8.12) completes the solution of the problem.

9. Concluding remarks

This paper has derived a closed-form solution of a vector Riemann–Hilbert boundary-value
problem when the matrix coefficient admits the Chebotarev–Khrapkov form and the corresponding
polynomial f (s) is of degree eight. The procedure involves reducing the vector problem to a scalar
Riemann–Hilbert boundary-value problem on a hyperelliptic surface of genus 3. A meromorphic
solution has been constructed in terms of Weierstrass and abelian integrals. The upper limits of some
abelian integrals are arbitrary points of the Riemann surface. In addition, the solution possesses six
arbitrary integers. An algebraic behaviour of the solution at infinity has been achieved by stipulating
three conditions for the three points of the surface and the six integers which gives rise to the
classical Jacobi inversion problem. A solution of this problem was found in terms of the zeros of
Riemann’s�-function. The zeros have been determined by quadratures for the surface of genus
h = 3. It is clear that the zeros are evaluated easier if the genush is less than 3. In the general case,
whenh > 3 the zeros of Riemann’s�-function can be found either from an algebraic equation
of degreeh, or by implementing the direct numerical procedure proposed in Appendix B. Both
approaches find the zeros with any accuracy.

Three factorizations of the matrix coefficient have been constructed. The first is commutative:
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G(t) = X+(t)[X−(t)]−1 = [X−(t)]−1X+(t), t ∈ L. It was explicitly shown that the matrix
X(s) is bounded at infinity. In a finite complex plane, the matrixX(s) has three simple poles
and three points where it is singular: detX(s) = 0. By the generalized Liouville’s theorem, this
factorization leads to exact formulae for the solution of the original vector Riemann–Hilbert problem
and three arbitrary constants. The constants were easily found from a linear algebraic system of
three equations eliminating the poles of the solution. The second factorization relates to the problem
Φ+(t) + [G(t)]−1Φ−(t) = g0(t), t ∈ L, whereg0(t) = [G(t)]−1g(t). The factorization is not
commutative and is given by the normal matrix[X(s)]−1R(s), whereR(s) is a special rational
matrix. The normal matrix does not have poles and is not singular in any finite part of the complex
plane. However, it is not in normal form at infinity. We needed the normal matrix to construct
the third factorization provided by the canonical matrix of the vector Riemann–Hilbert problem:
X0(s) = [X(s)]−1R(s)U(s), whereU(s) is a specified polynomial matrix. The matrixX0(s) is in
normal form at infinity, does not have poles and is not singular in a finite part of the complex plane.
The orders of its columns at infinity are equal to 0. The canonical matrix gives rise to the partial
indices of the vector boundary-value problem, which areκ1 = 0 andκ2 = 0. This circumstance
indicates the stability of the vector Riemann–Hilbert problem (8.11).

The problem of scattering by a semi-infinite perforated sandwich panel has been solved by
quadratures for any range of the parameters involved in the matrix coefficient.

To summarize, we list the main steps of the algorithm building the closed-form solution to the
vector Riemann–Hilbert problem corresponding to the analysed scattering problem.

1. Factorizing the matrixG(t) by (2.10), (2.11) in terms of the solution (3.5), (3.13) to the scalar
Riemann–Hilbert problem on the surfaceR.

2. Eliminating the essential singularity at infinity of the factorizing matrix by setting Jacobi’s
inversion problem (3.20) for three unknown points(σ j , w j ) ∈ R and six integersn j , m j

( j = 1, 2, 3).
3. Evaluating theA- and B-periods of the abelian integrals by (5.17). Normalizing the basis of

these integrals by (5.36) and computing theB-periods of the canonical basis by (5.30).
4. Deriving the cubic equation (5.45) for the unknownsσ j ( j = 1, 2, 3). Finding Riemann’s

constants by (5.62) and the residues (5.44) by (5.77) that are crucial for constructing the
coefficients of the cubic equation.

5. Determining the six integersn j , m j ( j = 1, 2, 3) by (5.78).
6. Constructing a solution of the vector Riemann–Hilbert problem by (6.12). This solution

possesses three simple poles ats = σ j and three arbitrary constantsC j ( j = 1, 2, 3).
Removing these poles fixes the constants by (6.18) and completes the procedure.

At the next stage, the authors aim

(i) to analyse how the order of Jacobi’s inversion problem reflects the symmetry of the Riemann
surface and properties of the characteristic functions;

(ii) to find a closed-form solution of the problem on scattering by a perforated sandwich panel with
acoustically transparent walls. In this case, the second boundary condition is replaced by (33)[

1 − d

Nσ
(� + k2)

] (
∂φ1

∂y
− ∂φ0

∂y

)
+ d(� + k2)φ1 = 0,

where� is the Laplace operator,d is the plate separation,N is the number of apertures per unit
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area andσ is the complex conductivity of an aperture. The corresponding vector Riemann–
Hilbert problem is equivalent to a scalar Riemann–Hilbert problem on a hyperelliptic surface
of genus 5.
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Matematika 10 (1967) 102–112.
6. N. G. Moiseyev and G. Ya. Popov, Exact solution of the problem of bending of a semi-infinite

plate completely bonded to an elastic half-space,Izv.AN SSSR, Solid Mechanics 25 (1990)
113–125.

7. B. M. Nuller, Contact problems for a system of a elastic half-planes,J. Appl. Math. Mech.
(PMM) 54 (1990) 249–253.

8. V. V. Silvestrov, Basic problems of elasticity theory on generalized Riemann surface,Soviet
Mathematics (Izv. VUZ) 34 (1990) 108–111.

9. , On the elastic stress and strain state near a spatial crack on a two-sheeted surface,J. Appl.
Math. Mech. (PMM) 54 (1990) 99–106.

10. Y. A. Antipov and N. G. Moiseyev, Exact solution of the plane problem for a composite plane
with a cut across the boundary between two media,ibid. 55 (1991) 531–539.

11. B. A. Dubrovin, V. B. Matveev and S. P. Novikov, Non-linear equations of Korteweg–de Vries
type, finite-zone linear operators and Abelian varieties,Russian Math. Surveys 31 (1976)
59–146.

12. P.A. Deift, A. R. Its and X. Zhou, A Riemann–Hilbert approach to asymptotic problems arising
in the theory of random models, and also in the theory of integrable statistical mechanics,
Ann. of Math. 146 (1997) 149–235.

13. N. G. Moiseyev, Factorization of matrix functions of special form,Soviet Math. Dokl. 39 (1989)
264–267.

14. D. S. Jones, Commutative Wiener-Hopf factorization of a matrix,Proc. R. Soc. A393 (1984)
185–192.

15. G. N. Chebotarev, On closed-form solution of a Riemann boundary value problem forn pairs
of functions,Uchen. Zap. Kazan. Univ. 116 (1956) 31–58.



652 Y. A. ANTIPOV AND V. V. SILVESTROV

16. A. A. Khrapkov, Certain cases of the elastic equilibrium of an infinite wedge with a non-
symmetric notch at the vertex, subjected to concentrated forces,J. Appl. Math. Mech. (PMM)
35 (1971) 625–637.

17. V. G. Daniele, On the solution of two coupled Wiener–Hopf equations,SIAM J. Appl. Math. 44
(1984) 667–680.

18. A. Krazer,Lehrbuch der Thetafunktionen (Teubner, Leipzig 1903).
19. G. Springer,Introduction to Riemann Surfaces (Addison–Wesley, Reading, MA 1956).
20. K. Hensel and G. Landsberg,Theorie der algebraischen functionen einer variabeln (Teubner,

Leipzig 1902).
21. M. Schiffer and D. C. Spencer,Functionals of Finite Riemann Surfaces (Princeton University

Press, Princeton 1954).
22. H. M. Farkas and I. Kra,Riemann Surfaces (Springer, New York 1991).
23. N. P. Vekua,Systems of Singular Integral Equations (Noordhoff, Groningen 1967).
24. F. D. Gakhov, Riemann boundary-value problem for a system ofn pairs of functions,Russian

Math. Surveys 7 (1952) 3–54.
25. N. I. Muskhelishvili,Singular Integral Equations (Noordhoff, Groningen 1958).
26. N. G. Moiseyev, Partial factorization indices of a special class of matrix-valued functions,

Russian Acad. Sci. Dokl. Math. 48 (1994) 640–644.
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APPENDIX A

Derivation of the quadric equation for genus 4

Wedescribe the procedure
†

of reduction of the system (4.25) forh = 4

σν
1 + σν

2 + σν
3 + σν

4 = εν, ν = 1, 2, 3, 4, (A.1)

†
Essentially, this device is employed by A. Y. Zemlyanova.
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to the quadric equation

σ4 − c1σ3 + c2σ2 − c3σ + c4 = 0 (A.2)

with the coefficientsc j ( j = 1, . . . , 4) to be determined. The derivation will use the Viéte theorem:

σ1 + σ2 + σ3 + σ4 = c1,

σ1σ2 + σ1σ3 + σ1σ4 + σ2σ3 + σ2σ4 + σ3σ4 = c2,

σ1σ2σ3 + σ1σ2σ4 + σ1σ3σ4 + σ2σ3σ4 = c3,

σ1σ2σ3σ4 = c4. (A.3)

By comparing (A.1) forν = 1 andν = 2 with (A.3) we get

c1 = ε1, (σ1 + σ2 + σ3 + σ4)2 = ε2 + 2c2 (A.4)

and thereforec2 = 1
2(ε2

1 − ε2). To findc3 we notice that

(σ1 + σ2 + σ3 + σ4)3 − (σ1 + σ2 + σ3 + σ4)(σ1σ2 + σ1σ3 + σ1σ4 + σ2σ3 + σ2σ4 + σ3σ4)

= ε3 + 2c2ε1 − 3c3. (A.5)

On the other hand, the left-hand side of (A.5) equalsε3
1 − c2ε1. Comparing these results gives

c3 = ε3
1
6

− ε1ε2

2
+ ε3

3
. (A.6)

Finally, the findc4. Consider the expression

S = (σ1 + σ2 + σ3 + σ4)4

−(σ1 + σ2 + σ3 + σ4)2(σ1σ2 + σ1σ3 + σ1σ4 + σ2σ3 + σ2σ4 + σ3σ4)

+(σ1 + σ2 + σ3 + σ4)(σ1σ2σ3 + σ1σ2σ4 + σ1σ3σ4 + σ2σ3σ4). (A.7)

Opening the brackets enables us to expressS in terms ofεν andcν (ν = 1, 2, 3, 4):

S = ε4 + 3ε1(c2ε1 − c3) − 2c2
2 + 4c4. (A.8)

In addition to this result, use of (A.3) yieldsS = ε4
1 − ε2

1c2 + ε1c3. Therefore,

c4 = ε4
1

24
− ε2

1ε2

4
+ ε1ε3

3
+ ε2

2
8

− ε4

4
. (A.9)

Clearly, this technique can be extended for anyh > 4.

APPENDIX B
Alternative numerical procedure for Jacobi’s problem

We have shown that the nonlinear algebraic system (4.25) is equivalent to an algebraic equation of degreeh.
Obviously, forh � 4 this equation is solvable by radicals. If the genus of the surfaceR is higher than 4, we
are unlikely to find the roots of the system by radicals. We propose an alternative way to define the zeros of
the Riemannθ -function which provide the solution to the Jacobi inverse problem. This is a direct numerical
procedure based on the argument principle for an analytic function and on analysing the real and imaginary
parts of the functionF(q). This function is analytic and single-valued onR̂. It has preciselyh zeros onR̂ (see
section 4.1). Let the two sheets of the surfaceR be glued crosswise along arcs of the circle"ρ0 of radiusρ0,
centred at the origin as, for instance, in section 3 (Fig. 1). Then the zeros of the functionF(q) can be found by
executing the following steps.
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1. Find the zeros of the functionF(q) which lie inside of the circle"ρ0 on the first sheetC1. Start with the

origin and verify whether the functionF(q) vanishes at the pointq0 = (0, f
1
2 (0)) ∈ C1. If F(q0) = 0,

define the order of the zero. Let the order ben0. Obviously,n0 = 0 if F(q0) 
= 0. Choosing a sufficiently
small positiver � ρ0 evaluate the increment of the argument of the functionF(q) (q = (s, w), s =
r exp(ψ)) whenq traverses the circle"r of radiusr , centred at the origin. It is clear that there exists
such a numberr = ε that [argF(q)]"ε

= 2πn0. This means that the only zero of the functionF(q)

inside of the circle"ε is the pointq = q0. Next, increaser and define such a numberr = r∗ ∈ (ε, ρ0)

providing [argF(q)]"r > 2πn0 asr = r∗. This means that the circle"r∗ has ‘jumped’ over the next
zero of the function, and in the interior of the circle there is a zero different fromq0. By varyingr we
find suchr = r1 when the graph of the parametrically defined functionF(q) on the plane{Re(F), Im(F)}
(q depends onψ , r is fixed) passes through the point Re(F) = 0, Im(F) = 0. The corresponding value
ψ = ψ1 defines the next zeroσ1 = r1 exp(iψ1). Repeating the process, evaluate all the zeros of the
functionF(q) inside of the circle"ρ0 ⊂ C1. Note thatr may not coincide withρ0. In other words, the
contour"r must avoid collision with the cross-sectionsa1, a2, . . . , ah through which the functionF(q)

is discontinuous.
2. Verify whether the infinite pointq(1)∞ = (∞, ∞1) ∈ C1 is a zero of the functionF(q) and if it is, find its

ordern∞ (n∞ = 0 if F(q(1)∞ ) 
= 0). After that fix such a sufficiently large numberR � ρ0 providing
[argF(q)]"R = −2πn∞. This test indicates that the only zero of the functionF(q) outside the circle"R
is q∞. Now, by successively decreasing the radiusR, the same machinery as before gives all the zeros of
the functionF(q) in the exterior of the circle"ρ0 on the first sheetC1.

3. Find those zeros lying on the arcs of the circle"ρ0 on the sheetC1 outside the junction slits.
4 to 6. Repeat the procedure for the second sheetC2.

The process is over if the number of the zeros is equal toh, where in determining the numberh, the orders
of the zeros are counted. Note that in the case of the problem (3.20) by varying the location of the initial points
(δ j , v j ) ( j = 1, 2, 3) it is always possible to avoid implementing steps 3 and 6 and achieve a situation when
the zeros lie neither on"ρ0 ∈ C1 nor on"ρ0 ∈ C2.

Weemphasize the rapid convergence of the series representation (4.7) of the�-function. This circumstance
guarantees efficiency of the numerical procedure. It is clear that if the junction lines of the surfaceR are not
arcs of the same circle, the above procedure remains valid if the circles"r are appropriately replaced by closed
simple curves crossing neither each other nor the junction lines of the surface.


