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#### Abstract

In this paper, we study the linear convergence of several well-known first-order primaldual methods for solving a class of convex-concave saddle point problems. We first unify the convergence analysis of these methods and prove the $O(1 / N)$ convergence rates of the primal-dual gap generated by these methods in the ergodic sense, where $N$ counts the number of iterations. Under a mild calmness condition, we further establish the global Q-linear convergence rate of the distances between the iterates generated by these methods and the solution set, and show the R-linear rate of the iterates in the nonergodic sense. Moreover, we demonstrate that the matrix games, fused lasso and constrained TV- $\ell_{2}$ image restoration models as application examples satisfy this calmness condition. Numerical experiments on fused lasso demonstrate the linear rates for these methods.
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## 1 Introduction

In this paper, we study the linear convergence rates of several primal-dual algorithms for solving the following convex-concave problem:

$$
\begin{equation*}
\min _{x \in \mathcal{X}} \max _{y \in \mathcal{Y}} \mathcal{L}(x, y):=f(x)+h(x)+\langle K x, y\rangle-g(y), \tag{1.1}
\end{equation*}
$$

where $\mathcal{X}$ and $\mathcal{Y}$ are two finite-dimensional real Euclidean spaces each equipped with the inner product $\langle\cdot, \cdot\rangle$ and its induced norm $\|\cdot\|=\sqrt{\langle\cdot, \cdot \cdot}, K: \mathcal{X} \rightarrow \mathcal{Y}$ is a bounded linear operator with the operator norm $L=\|K\|, f: \mathcal{X} \rightarrow(-\infty, \infty]$ and
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$g: \mathcal{Y} \rightarrow(-\infty, \infty]$ are proper closed convex functions, $h: \mathcal{X} \rightarrow \mathcal{R}$ is a smooth convex function with $L_{h}$-Lipschitz continuous gradient. It is well known that (1.1) is equivalent to the primal problem

$$
\begin{equation*}
\min _{x \in \mathcal{X}} f(x)+h(x)+g^{*}(K x) \tag{1.2}
\end{equation*}
$$

and the dual problem

$$
\begin{equation*}
\min _{y \in \mathcal{Y}}(f+h)^{*}\left(-K^{*} y\right)+g(y), \tag{1.3}
\end{equation*}
$$

where $g^{*}$ is the Fenchel conjugate (see the definition in Sect. 2) of the function $g$.(1.1) captures a wide spectrum of applications in statistics and machine learning, imaging and data processing $[10,35,36,41]$.

We firstly discuss some algorithms for the special cases of (1.1) with only two functions. When $f$ or $h$ is missing, many splitting methods have been proposed and studied in the literature. One benchmark is the alternating direction method of multipliers [12,13], which can be obtained by applying the Douglas-Rachford splitting method (DRSM) to the dual problem (1.3) [11]. Another group is the primal-dual methods, such as primal-dual hybrid gradient method (PDHG, also known as Chambolle-Pock) [3,16], primal-dual fixed-point algorithm based on the proximal operator $\left(\mathrm{PDFP}^{2} \mathrm{O}\right)$ [5], proximal alternating predictor-corrector (PAPC) [9,22]. Recently, [28] showed the equivalence of DRSM and PDHG. Many variants of PDHG have been well studied and the references are there in $[1,2,17,23,30]$. Besides, there are also many novel papers studying a more general saddle point problem, such as [24,25].

When comes to the case with three functions, a primal-dual algorithm, which known as Condat-Vu, was independently proposed by Condat [7] and Vu [38]:

$$
\text { (I) }\left\{\begin{align*}
x^{k+1} & =\operatorname{prox}_{\tau f}\left(x^{k}-\tau K^{*} y^{k}-\tau \nabla h\left(x^{k}\right)\right)  \tag{1.4a}\\
y^{k+1} & =\operatorname{prox}_{\sigma g}\left(y^{k}+\sigma K\left(2 x^{k+1}-x^{k}\right)\right)
\end{align*}\right.
$$

By casting the scheme (1.4) in the form of forward-backward splitting, the convergence can be proved under the condition $\tau \sigma L^{2}+\tau L_{h} / 2<1$. Actually, this Condat-Vu scheme is the generation of Chambolle-Pock. As a generalization of PAPC and $\mathrm{PDFP}^{2} \mathrm{O}$, the primal-dual fixed-point algorithm (PDFP) was proposed in [6]:
(II) $\left\{\begin{aligned} \bar{x}^{k+1} & =\operatorname{prox}_{\tau f}\left(x^{k}-\tau K^{*} y^{k}-\tau \nabla h\left(x^{k}\right)\right), \\ y^{k+1} & =\operatorname{prox}_{\sigma g}\left(y^{k}+\sigma K \bar{x}^{k+1}\right), \\ x^{k+1} & =\operatorname{prox}_{\tau f}\left(x^{k}-\tau K^{*} y^{k+1}-\tau \nabla h\left(x^{k}\right)\right) .\end{aligned}\right.$

The assumptions that $\tau \sigma L^{2}<1$ and $\tau L_{h}<2$, which guarantee the convergence of PDFP, are less restrictive than that for Condat-Vu. This advantage comes at the cost of calculating an additional proximal operator of $f$ in each iteration. Another primaldual algorithm named asymmetric forward-backward-adjoint (AFBA) splitting was
proposed in [20]. It is a general operator splitting method and can be applied to solve the primal problem (1.2):

$$
\text { (III) }\left\{\begin{align*}
\bar{x}^{k+1} & =\operatorname{prox}_{\tau f}\left(x^{k}-\tau K^{*} y^{k}-\tau \nabla h\left(x^{k}\right)\right),  \tag{1.6b}\\
y^{k+1} & =\operatorname{prox}_{\sigma g}\left(y^{k}+\sigma K \bar{x}^{k+1}\right),  \tag{1.6a}\\
x^{k+1} & =\bar{x}^{k+1}-\tau K^{*}\left(y^{k+1}-y^{k}\right) .
\end{align*}\right.
$$

The updates of $\bar{x}^{k+1}$ and $y^{k+1}$ are the same in AFBA and PDFP, while (1.6c) is much simpler than ( 1.5 c ), which involves an additional proximal operator. However, the condition $\tau \sigma L^{2} / 2+\sqrt{\tau \sigma L^{2}} / 2+\tau L_{h} / 2<1$, to guarantee the convergence of AFBA (1.6), is more conservative than Condat-Vu and PDFP. More recently, [39] proposed a primal-dual three-operator splitting (PD3O), which also involves two proximal operators in each iteration. It can be seen as a generalization of Chambolle-Pock and PAPC. The relations of these algorithms mentioned above have been well studied in [39].

The convergence rates of these algorithms are also considered under some additional conditions. For the Condat-Vu scheme (1.4), Chambolle and Pock [4] proved the primal-dual gap of the ergodic sequence converges with an $O(1 / N)$ convergence rate, where $N$ counts the iteration number. When partial and complete strong convexity is considered, $O\left(1 / N^{2}\right)$ convergence rate and linear rate can be achieved. By introducing a combination parameter in (1.4b) and updating $\tau$ and $\sigma$ in every iteration, the convergence rate for primal-dual gap of the ergodic sequence can be accelerated to $O\left(1 / N^{2}\right)$ when $f$ or $g$ is strongly convex. When $f$ and $g$ are both strongly convex, linear convergence rate for primal-dual gap of the ergodic sequence can be yielded by replacing $2 x^{k+1}-x^{k}$ by $(1+\theta) x^{k+1}-\theta x^{k}$ in (1.4b), where $\theta \in(0,1)$. As to PDFP, Chen et al. [6] showed that the sequence generated by PDFP converges linearly to a saddle point of (1.1) when $h$ and $g$ are both strongly convex. Very recently, Jiang et al. [19] proposed an inexact Chambolle-Pock algorithm and established the global Q-linear convergence rate of the distance between the iterates and the solution set, and the R-linear convergence speed of the nonergodic iterates under a calmness condition. However, most existing linear convergence results are based on strong convexity, which can not be satisfied for many practical problems. Besides, existing results except [19] only establish the R-linear convergence rate [4,5], which is weaker than the Qlinear convergence rate that we will develop for Condat-Vu, PDFP and AFBA in this paper.

In this paper, we aim to establish the linear convergence rates for Condat-Vu (1.4), PDFP (1.5) and AFBA (1.6) under an associated mild condition. More precisely, (i) we provide unified analysis to show the global Q-linear convergence rate for the distance between iterates generated by these three methods and the solution set, and the Rlinear convergence for the nonergodic iterates under a calmness condition. We show that the fused LASSO and constrained TV- $\ell_{2}$ problems actually satisfy the calmness condition, but either $f$ or $g$ or both functions in these models is not strongly convex; (ii) since Chambolle-Pock [3,4], PDFP $^{2} \mathrm{O}$ [5] and PAPC [9,22] are special cases of Condat-Vu (1.4) or PDFP (1.5), their linear convergence rates follows directly; (iii) the range of acceptable parameters in AFBA can be expanded to the same with PDFP.

The rest of this paper is organized as follows: in Sect. 2, we introduce some basic concepts and summarize some useful results for further analysis. We unify the convergence rates of Condat-Vu, PDFP and AFBA under a mild calmness condition in Sect. 3. In Sect. 4, we provide some practical examples in applications that satisfy the calmness condition. In Sect. 5, numerical experiments on fused lasso model show the superiority of the larger stepsizes for AFBA and the linear convergence of three methods. Finally, we draw some conclusions in Sect. 6.

## 2 Preliminary

In this section, we summarize some basic concepts that will be useful in the subsequent sections and recall the first-order optimality condition of problem (1.1).

### 2.1 Basic concepts and optimality conditions

Let $\mathcal{X}$ and $\mathcal{Y}$ be two finite-dimensional Euclidean spaces. For a function $f: \mathcal{X} \rightarrow$ $(-\infty, \infty]$, the domain of $f$ is defined by $\operatorname{dom} f:=\{x \in \mathcal{X} \mid f(x)<\infty\}$. The epigraph of $f$ is defined by epi $f:=\{(x, t) \mid f(x) \leq t\}$. $f$ is closed if epi $f$ is a closed set and $f$ is proper if $\operatorname{dom} f \neq \emptyset$. The conjugate function of $f$, denoted by $f^{*}$, is defined by

$$
f^{*}(v):=\sup _{x \in \mathcal{X}}\{\langle v, x\rangle-f(x)\} .
$$

For a proper convex function $f: \mathcal{X} \rightarrow(-\infty, \infty]$, the subdifferential of $f$ at $x \in$ $\operatorname{dom} f$ is defined by $\partial f(x)=\{d \mid f(z) \geq f(x)+\langle z-x, d\rangle, \forall z \in \mathcal{X}\}$. By convention, $\partial f(x)=\emptyset$ when $x \notin \operatorname{dom} f$. Recall that for a proper, closed and convex function $f: \mathcal{X} \rightarrow(-\infty, \infty], y \in \mathcal{X}$ and $\tau>0$, the proximal operator [29] of $\tau f$, denoted by $\operatorname{prox}_{\tau f}$, is given by

$$
\operatorname{prox}_{\tau f}(y)=\arg \min _{x \in \mathcal{X}}\left\{f(x)+\frac{1}{2 \tau}\|x-y\|^{2}\right\} .
$$

If $f$ is the indicator function $\delta_{C}$ of the closed convex set $C \subset \mathcal{X}$, then $\operatorname{prox}_{f}(\cdot)=$ $\Pi_{C}(\cdot)$, the projection operator to $C$.

For the finite-dimensional real vector spaces $\mathcal{X}$ and $\mathcal{Y}$, the adjoint operator of the linear operator $K: \mathcal{X} \rightarrow \mathcal{Y}$ is denoted by $K^{*}$. If $S$ is a self-adjoint and positive definite linear operator, we denote $\langle x, S x\rangle$ by $\|x\|_{S}^{2}$. Let $C$ be a nonempty closed convex set of $\mathcal{X}$, the notation of

$$
\operatorname{dist}(x, C):=\min _{z \in C}\{\|x-z\|\}
$$

denotes the Euclidean distance from any $x \in \mathcal{X}$ to the set $C$, while

$$
\operatorname{dist}_{G}(x, C):=\min _{z \in C}\left\{\|x-z\|_{G}\right\}
$$

denotes the distance in the terms norm $\|\cdot\|_{G}$ for a self-adjoint and positive definite linear operator $G$.

A sequence $\left\{u^{k}\right\}$ is said to converge to $\hat{u} \mathrm{Q}$-linearly in terms of $G$-norm, if there exist a scalar $\xi \in(0,1)$ such that for sufficiently large $k$, it has

$$
\left\|u^{k+1}-\hat{u}\right\|_{G} \leq \xi\left\|u^{k}-\hat{u}\right\|_{G} .
$$

Moreover, a sequence $\left\{u^{k}\right\}$ is said to converge to $\hat{u} \mathrm{R}$-linearly in terms of $G$-norm, if there exists a nonnegative scalar sequence $\left\{w_{k}\right\}$ such that

$$
\left\|u^{k}-\hat{u}\right\|_{G} \leq w_{k},
$$

where $\left\{w_{k}\right\}$ converges to zero Q -linearly.
Throughout the paper, we will assume that the following conditions are satisfied.
Assumption 1 The functions $f$ and $g$ are proper closed convex functions, $h$ is a smooth convex function with $L_{h}$-Lipschitz continuous gradient. The solution set of (1.1) is nonempty.

Now, we recall an elementary identity which will be used later.
Lemma 1 For any vectors $a, b, c$ and $d$ in the finite-dimensional real vector space $\mathcal{X}$, and the self-adjoint and positive definite linear operator $S: \mathcal{X} \rightarrow \mathcal{X}$, the following identity holds

$$
\langle a-b, S(c-d)\rangle=\frac{1}{2}\left(\|a-d\|_{S}^{2}-\|a-c\|_{S}^{2}\right)+\frac{1}{2}\left(\|b-c\|_{S}^{2}-\|b-d\|_{S}^{2}\right) .
$$

In the following, we present the first-order optimality condition of (1.1). Denote $u:=(x, y)$ for $x \in \mathcal{X}$ and $y \in \mathcal{Y}$, and let $\mathcal{U}:=\mathcal{X} \times \mathcal{Y}$. The pair $(\hat{x}, \hat{y})$ defined on $\mathcal{X} \times \mathcal{Y}$ is called a saddle point of (1.1) if it satisfies the inequalities

$$
\mathcal{L}(\hat{x}, y) \leq \mathcal{L}(\hat{x}, \hat{y}) \leq \mathcal{L}(x, \hat{y}), \quad \forall x \in \mathcal{X}, \forall y \in \mathcal{Y} .
$$

Alternatively, we can rewrite these inequalities as

$$
\left\{\begin{array}{l}
P_{\hat{x}, \hat{y}}(x):=f(x)-f(\hat{x})+\left\langle x-\hat{x}, \nabla h(\hat{x})+K^{*} \hat{y}\right\rangle \geq 0, \quad \forall x \in \mathcal{X},  \tag{2.1}\\
D_{\hat{x}, \hat{y}}(y):=g(y)-g(\hat{y})+\langle y-\hat{y},-K \hat{x}\rangle \geq 0, \quad \forall y \in \mathcal{Y} .
\end{array}\right.
$$

Then we have $\Theta_{\hat{x}, \hat{y}}(x, y):=P_{\hat{x}, \hat{y}}(x)+D_{\hat{x}, \hat{y}}(y) \geq 0$ for all $(x, y) \in \mathcal{X} \times \mathcal{Y}$. When there is no confusion, we will omit the subscript in $P, D$ and $\Theta$, i.e., $\Theta(x, y):=\Theta_{\hat{x}, \hat{y}}(x, y)$, $P(x):=P_{\hat{x}, \hat{y}}(x)$ and $D(y):=D_{\hat{x}, \hat{y}}(y)$. Note that the system (2.1) can be reformulated as the following KKT system

$$
\left\{\begin{array}{l}
0 \in \partial f(\hat{x})+\nabla h(\hat{x})+K^{*} \hat{y}  \tag{2.2}\\
0 \in \partial g(\hat{y})-K \hat{x}
\end{array}\right.
$$

Denote the solution set to the KKT system (2.2) by $\widehat{\mathcal{U}}$. For analyzing the linear convergence, we introduce the KKT mapping $R: \mathcal{U} \rightarrow \mathcal{U}$ as follows

$$
\begin{equation*}
R(u):=\binom{x-\operatorname{prox}_{f}\left(x-\left(\nabla h(x)+K^{*} y\right)\right)}{y-\operatorname{prox}_{g}(y+K x)}, \quad \forall u=(x, y) \in \mathcal{U} . \tag{2.3}
\end{equation*}
$$

Since the proximal operator of a proper convex function is 1-Lipschitz continuous, the mapping $R(\cdot)$ is continuous on $\mathcal{U}$. Obviously, we have

$$
\widehat{\mathcal{U}}=\{u \in \mathcal{U} \mid R(u)=0\} .
$$

### 2.2 Locally upper Lipschitz continuity and calmness

Let $\mathcal{X}$ and $\mathcal{Y}$ be two finite-dimensional real vector spaces and $F: \mathcal{X} \rightrightarrows \mathcal{Y}$ be a multivalued mapping. We denote the graph of $F$ by $\operatorname{Gph} F$ and the unit ball in $\mathcal{Y}$ by $B y$. In the following, we first introduce the definition of locally upper Lipschitz continuity.

Definition 1 [31] The multivalued mapping $F: \mathcal{X} \rightrightarrows \mathcal{Y}$ is locally upper Lipschitz continuous at $x^{0} \in \mathcal{X}$ with modulus $\kappa_{0}>0$, if there exists a neighborhood $V$ of $x^{0}$ such that

$$
F(x) \subseteq F\left(x^{0}\right)+\kappa_{0}\left\|x-x^{0}\right\| B \mathcal{Y}, \quad \forall x \in V
$$

Note that this definition was first proposed by Robinson [31] to develop an implicit function for generalized variational inequalities. Now, we give the definition of piecewise polyhedral mapping.

Definition 2 [33] The multivalued mapping $F: \mathcal{X} \rightrightarrows \mathcal{Y}$ is said to be piecewise polyhedral, if Gph $F$ is the union of finitely many polyhedral sets.

The following proposition, Robinson [32], established the locally upper Lipschitz continuity of a piecewise polyhedral multivalued mapping.

Proposition 1 [32] If the multivalued mapping $F: \mathcal{X} \rightrightarrows \mathcal{Y}$ is piecewise polyhedral, then $F$ is locally upper Lipschitz continuous at any $x^{0} \in \mathcal{X}$ with modulus $\kappa_{0}$ independent of the choice of $x^{0}$.

The following gives the definition of convex piecewise linear quadratic function, whose subdiffenrential is a piecewise polyhedral multivalued mapping.

Definition 3 A closed proper convex function $f: \mathcal{X} \rightarrow(-\infty, \infty]$ is called piecewise linear-quadratic, if dom $f$ is the union of finitely many polyhedral sets and $f$ is an affine or a quadratic function on each of these polyhedral sets.

We now summarize several useful results in the following proposition, whose proof can be found in [33].

Proposition 2 Let $f: \mathcal{X} \rightarrow(-\infty, \infty]$ be a closed proper convex function. Then $f$ is piecewise linear-quadratic if and only if the graph of $\partial f$ is piecewise polyhedral. Moreover, $f$ is piecewise linear-quadratic if and only if $f^{*}$ is piecewise linear-quadratic. In addition, $f$ is piecewise linear-quadratic function if and only if the proximal mapping of $f$ is piecewise linear.

Next, we present the definition of calmness for $F: \mathcal{X} \rightrightarrows \mathcal{Y}$ at $x^{0}$ for $y^{0}$ with $\left(x^{0}, y^{0}\right) \in \operatorname{Gph} F$, which origins from [8].

Definition 4 Let $\left(x^{0}, y^{0}\right) \in \operatorname{Gph} F$. The multivalued mapping $F: \mathcal{X} \rightrightarrows \mathcal{Y}$ is calm at $x^{0}$ for $y^{0}$ with modulus $\kappa_{0} \geq 0$, if there exists a neighborhood $V$ of $x^{0}$ and a neighborhood $W$ of $y^{0}$ such that

$$
F(x) \cap W \subseteq F\left(x^{0}\right)+\kappa_{0}\left\|x-x^{0}\right\| B \mathcal{Y}, \quad \forall x \in V
$$

If $F: \mathcal{X} \rightrightarrows \mathcal{Y}$ is piecewise polyhedral, in particular $F$ is the subdifferential of a convex piecewise linear-quadratic function, it follows from Proposition 1 that $F$ is locally upper Lipschitz continuous at any $x_{0} \in \mathcal{X}$ with modulus $\kappa_{0}$ independent of $x_{0}$. Consequently, according to Definitions 1 and $4, F$ is calm at $x^{0}$ for $y^{0}$ satisfying $\left(x^{0}, y^{0}\right) \in \operatorname{Gph} F$ with modulus $\kappa_{0}>0$ independent of the choice of $\left(x^{0}, y^{0}\right)$.

## 3 Linear convergence of Condat-Vu, PDFP and AFBA

In this section, we first provide unified convergence analysis for Condat-Vu (1.4), PDFP (1.5) and AFBA (1.6). Then, we establish the Q-linear convergence rate of the distance of the iterates to the solution set, which in return leads to the R-linear convergence rate for the iterates generated by these methods.

### 3.1 Global convergence

For analyzing the global convergence of Condat-Vu (1.4), PDFP (1.5) and AFBA (1.6), we need some of the following assumptions for different algorithms:
(Ia) $\tau \sigma L^{2}+\frac{1}{2} \tau L_{h}<1$;
(Ib) $\tau \sigma L^{2}+\tau L_{h}<1$;
(IIa) $\tau \sigma L^{2}<1$ and $\tau L_{h}<2$;
(IIb) $\tau \sigma L^{2}<1$ and $\tau L_{h}<1$.

We now define the following self-adjoint linear operators:

$$
\begin{align*}
& M_{\mathrm{I}}: \mathcal{X} \times \mathcal{Y} \rightarrow \mathcal{X} \times \mathcal{Y}:(x, y) \mapsto\left(\left(\frac{1}{\tau}-\frac{L_{h}}{2}\right) x-K^{*} y,-K x+\frac{1}{\sigma} y\right), \\
& H_{\mathrm{I}}: \mathcal{X} \times \mathcal{Y} \rightarrow \mathcal{X} \times \mathcal{Y}:(x, y) \mapsto\left(\left(\frac{1}{\tau}-L_{h}\right) x-K^{*} y,-K x+\frac{1}{\sigma} y\right), \\
& G_{\mathrm{I}}: \mathcal{X} \times \mathcal{Y} \rightarrow \mathcal{X} \times \mathcal{Y}:(x, y) \mapsto\left(\frac{1}{\tau} x-K^{*} y,-K x+\frac{1}{\sigma} y\right),  \tag{3.1}\\
& M_{\mathrm{II}}: \mathcal{X} \times \mathcal{Y} \rightarrow \mathcal{X} \times \mathcal{Y}:(x, y) \mapsto\left(\left(\frac{1}{\tau}-\frac{L_{h}}{2}\right) x,\left(\frac{1}{\sigma} I-\tau K K^{*}\right) y\right), \\
& H_{\mathrm{II}}: \mathcal{X} \times \mathcal{Y} \rightarrow \mathcal{X} \times \mathcal{Y}:(x, y) \mapsto\left(\left(\frac{1}{\tau}-L_{h}\right) x,\left(\frac{1}{\sigma} I-\tau K K^{*}\right) y\right), \\
& G_{\mathrm{II}}: \mathcal{X} \times \mathcal{Y} \rightarrow \mathcal{X} \times \mathcal{Y}:(x, y) \mapsto\left(\frac{1}{\tau} x, \frac{1}{\sigma} y\right) .
\end{align*}
$$

For conceptual clarity, we let $M_{\text {III }}:=M_{\text {II }}, G_{\text {III }}:=G_{\text {II }}$ and $H_{\text {III }}:=H_{\text {II }}$ and let assumptions (IIIa) and (IIIb) be the same as (IIa) and (IIb), respectively. Note that Assumption ( $\iota$ a) is necessary for establishing convergence of iterates, whereas the stronger Assumption ( $\iota \mathrm{b}$ ) is for establishing convergence rate of the gap functions for these methods with $\iota \in\{\mathrm{I}, \mathrm{II}, \mathrm{III}\}$ (see Theorem 1).

For unifying the convergence analysis, we denote the sequence $\left\{\left(x^{k}, y^{k}\right)\right\}$ generated by Condat-Vu (1.4), PDFP (1.5) and AFBA (1.6) by $\left\{\left(x_{\imath}^{k}, y_{l}^{k}\right)\right\}$ with $\iota \in\{\mathrm{I}, \mathrm{II}, \mathrm{III}\}$, respectively. We also denote $v:=(\bar{x}, y)$. Note that $\bar{x}^{k+1}$ does not appear in Condat-Vu (1.4) and thus, we simply denote $\bar{x}^{k+1}:=x^{k+1}$ for Condat-Vu. For every $\iota \in\{\mathrm{I}, \mathrm{II}, \mathrm{III}\}$, if ( $\iota$ a) holds, $M_{\iota}$ and $G_{\iota}$ are positive definite, which implies there exist two positive constants $\beta_{\iota} \geq \alpha_{\iota}>0$ such that for any $u, u^{\prime} \in \mathcal{U}$,

$$
\begin{equation*}
\alpha_{\iota}\left\|u-u^{\prime}\right\| \leq\left\|u-u^{\prime}\right\|_{M_{l}} \leq\left\|u-u^{\prime}\right\|_{G_{l}} \leq \beta_{\iota}\left\|u-u^{\prime}\right\| . \tag{3.2}
\end{equation*}
$$

To establish global convergence, we start with the following lemma. For simplicity, we omit the subscript index in its proof without causing confusion.

Lemma 2 Suppose that Assumption 1 holds. Let $\left\{\left(x_{\imath}^{k}, y_{l}^{k}\right)\right\}$ with $\iota \in\{\mathrm{I}, \mathrm{II}, \mathrm{III}\}$ be the sequence generated by Condat-Vu (1.4), PDFP (1.5) and AFBA (1.6), respectively. Then, for any $(x, y) \in \mathcal{X} \times \mathcal{Y}$, we have

$$
\begin{equation*}
\Theta_{x, y}\left(\bar{x}_{\iota}^{k+1}, y_{\imath}^{k+1}\right) \leq \frac{1}{2}\left\|u_{\imath}^{k}-u\right\|_{G_{\iota}}^{2}-\frac{1}{2}\left\|u_{\iota}^{k+1}-u\right\|_{G_{\iota}}^{2}-\frac{1}{2}\left\|u_{\imath}^{k}-v_{\iota}^{k+1}\right\|_{M_{\iota}}^{2}, \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{L}\left(\bar{x}_{\imath}^{k+1}, y\right)-\mathcal{L}\left(x, y_{l}^{k+1}\right) \leq \frac{1}{2}\left\|u_{\imath}^{k}-u\right\|_{G_{l}}^{2}-\frac{1}{2}\left\|u_{\imath}^{k+1}-u\right\|_{G_{\iota}}^{2}-\frac{1}{2}\left\|u_{\imath}^{k}-v_{\iota}^{k+1}\right\|_{H_{l}}^{2} . \tag{3.4}
\end{equation*}
$$

Proof We consider the cases with $\iota \in\{\mathrm{I}, \mathrm{II}, \mathrm{III}\}$ respectively.

Case $\iota=$ I. First, it follows from (1.4a) that

$$
\begin{equation*}
f(x)-f\left(x^{k+1}\right)+\left\langle x-x^{k+1}, K^{*} y^{k}+\nabla h\left(x^{k}\right)+\frac{1}{\tau}\left(x^{k+1}-x^{k}\right)\right\rangle \geq 0, \quad \forall x \in \mathcal{X} \tag{3.5}
\end{equation*}
$$

By rearranging some terms of (3.5), we have

$$
\begin{gathered}
\left\langle x-x^{k+1}, K^{*}\left(y^{k}-y\right)+\frac{1}{\tau}\left(x^{k+1}-x^{k}\right)+\nabla h\left(x^{k}\right)-\nabla h(x)\right\rangle \\
\geq f\left(x^{k+1}\right)-f(x)+\left\langle x^{k+1}-x, \nabla h(x)+K^{*} y\right\rangle .
\end{gathered}
$$

Then, using the definition of $P_{x, y}(\cdot)$, we obtain

$$
\begin{align*}
&\left\langle x^{k+1}-\right.\left.x, \frac{1}{\tau}\left(x^{k}-x^{k+1}\right)-K^{*}\left(y^{k}-y^{k+1}\right)\right\rangle+\left\langle x^{k+1}-x, K^{*}\left(y-y^{k+1}\right)\right\rangle \\
& \quad-\left\langle x^{k+1}-x, \nabla h\left(x^{k}\right)-\nabla h(x)\right\rangle \geq P_{x, y}\left(x^{k+1}\right) \tag{3.6}
\end{align*}
$$

Similarly, according to (1.4b), we have

$$
g(y)-g\left(y^{k+1}\right)+\left\langle y-y^{k+1},-K x^{k+1}-K\left(x^{k+1}-x^{k}\right)+\frac{1}{\sigma}\left(y^{k+1}-y^{k}\right)\right\rangle \geq 0, \quad \forall y \in \mathcal{Y},
$$

which by rearranging some terms gives

$$
\begin{gathered}
\left\langle y-y^{k+1},-K\left(x^{k+1}-x\right)-K\left(x^{k+1}-x^{k}\right)+\frac{1}{\sigma}\left(y^{k+1}-y^{k}\right)\right\rangle \\
\geq g\left(y^{k+1}\right)-g(y)+\left\langle y^{k+1}-y,-K x\right\rangle
\end{gathered}
$$

Then, using the definition of $D_{x, y}(\cdot)$, we obtain

$$
\begin{equation*}
\left\langle y^{k+1}-y,-K\left(x^{k}-x^{k+1}\right)+\frac{1}{\sigma}\left(y^{k}-y^{k+1}\right)\right\rangle-\left\langle y^{k+1}-y, K\left(x-x^{k+1}\right)\right\rangle \geq D_{x, y}\left(y^{k+1}\right) \tag{3.7}
\end{equation*}
$$

Summing (3.6) and (3.7) and using the definition in (2.1), we can get

$$
\begin{align*}
& \left\langle x^{k+1}-x, \frac{1}{\tau}\left(x^{k}-x^{k+1}\right)-K^{*}\left(y^{k}-y^{k+1}\right)\right\rangle-\left\langle x^{k+1}-x, \nabla h\left(x^{k}\right)-\nabla h(x)\right\rangle \\
& \quad+\left\langle y^{k+1}-y,-K\left(x^{k}-x^{k+1}\right)+\frac{1}{\sigma}\left(y^{k}-y^{k+1}\right)\right\rangle \geq \Theta_{x, y}\left(x^{k+1}, y^{k+1}\right) \tag{3.8}
\end{align*}
$$

By the fact that $h$ is convex and possesses a Lipschitz gradient, we have

$$
\begin{aligned}
& -\left\langle x^{k+1}-x, \nabla h\left(x^{k}\right)-\nabla h(x)\right\rangle \\
& \quad=-\left\langle x^{k+1}-x^{k}, \nabla h\left(x^{k}\right)-\nabla h(x)\right\rangle-\left\langle x^{k}-x, \nabla h\left(x^{k}\right)-\nabla h(x)\right\rangle \\
& \quad \leq-\left\langle x^{k+1}-x^{k}, \nabla h\left(x^{k}\right)-\nabla h(x)\right\rangle-\frac{1}{L_{h}}\left\|\nabla h\left(x^{k}\right)-\nabla h(x)\right\|^{2}
\end{aligned}
$$

$$
\begin{align*}
& =\frac{L_{h}}{4}\left\|x^{k+1}-x^{k}\right\|^{2}-\left\|\frac{\sqrt{L_{h}}}{2}\left(x^{k+1}-x^{k}\right)+\frac{1}{\sqrt{L_{h}}}\left(\nabla h\left(x^{k}\right)-\nabla h(x)\right)\right\|^{2} \\
& \leq \frac{L_{h}}{4}\left\|x^{k+1}-x^{k}\right\|^{2} \tag{3.9}
\end{align*}
$$

where the first inequality follows from convexity and Lipschitz continuity of $\nabla h$ (for example, see [27]). Now, on one hand, according to Lemma 1, we have

$$
\begin{equation*}
\left\langle x^{k+1}-x, x^{k}-x^{k+1}\right\rangle=\frac{1}{2}\left(\left\|x^{k}-x\right\|^{2}-\left\|x^{k+1}-x\right\|^{2}-\left\|x^{k}-x^{k+1}\right\|^{2}\right), \tag{3.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle y^{k+1}-y, y^{k}-y^{k+1}\right\rangle=\frac{1}{2}\left(\left\|y^{k}-y\right\|^{2}-\left\|y^{k+1}-y\right\|^{2}-\left\|y^{k}-y^{k+1}\right\|^{2}\right) . \tag{3.11}
\end{equation*}
$$

On the other hand, we have

$$
\begin{align*}
\langle x- & \left.x^{k+1}, K^{*}\left(y^{k}-y^{k+1}\right)\right\rangle+\left\langle y-y^{k+1}, K\left(x^{k}-x^{k+1}\right)\right\rangle \\
= & \left\langle x-x^{k+1}, K^{*}\left(y-y^{k+1}\right)\right\rangle+\left\langle x-x^{k+1}, K^{*}\left(y^{k}-y\right)\right\rangle \\
& +\left\langle y-y^{k+1}, K\left(x^{k}-x^{k+1}\right)\right\rangle \\
= & \left\langle x-x^{k+1}, K^{*}\left(y-y^{k+1}\right)\right\rangle+\left\langle x-x^{k}, K^{*}\left(y^{k}-y\right)\right\rangle \\
& +\left\langle x^{k}-x^{k+1}, K^{*}\left(y^{k}-y\right)\right\rangle+\left\langle y-y^{k+1}, K\left(x^{k}-x^{k+1}\right)\right\rangle \\
= & \left\langle x-x^{k+1}, K^{*}\left(y-y^{k+1}\right)\right\rangle+\left\langle x-x^{k}, K^{*}\left(y^{k}-y\right)\right\rangle \\
& +\left\langle x^{k}-x^{k+1}, K^{*}\left(y^{k}-y^{k+1}\right)\right\rangle . \tag{3.12}
\end{align*}
$$

Substituting (3.10), (3.11) and (3.12) into (3.8), and combining the inequality (3.9), we get (3.3) with $\iota=$ I immediately. Adding $h\left(x^{k+1}\right)-h(x)$ to both sides of (3.5) and rearranging some terms, we obtain

$$
\begin{align*}
\left\langle x^{k+1}\right. & \left.-x, \frac{1}{\tau}\left(x^{k}-x^{k+1}\right)-K^{*}\left(y^{k}-y^{k+1}\right)\right\rangle+\left\langle x^{k+1}-x, K^{*}\left(y-y^{k+1}\right)\right\rangle \\
& -\left\langle x^{k+1}-x, \nabla h\left(x^{k}\right)\right\rangle+h\left(x^{k+1}\right)-h(x) \\
\geq & f\left(x^{k+1}\right)+h\left(x^{k+1}\right)-f(x)-h(x)+\left\langle x^{k+1}-x, K^{*} y\right\rangle \tag{3.13}
\end{align*}
$$

In addition, the following inequality holds

$$
\begin{align*}
& \left\langle x-x^{k+1}, \nabla h\left(x^{k}\right)\right\rangle+h\left(x^{k+1}\right)-h(x) \\
& \quad \leq\left\langle x-x^{k+1}, \nabla h\left(x^{k}\right)\right\rangle+h\left(x^{k+1}\right)-h\left(x^{k}\right)+\left\langle x^{k}-x, \nabla h\left(x^{k}\right)\right\rangle \\
& \quad=h\left(x^{k+1}\right)-h\left(x^{k}\right)-\left\langle x^{k+1}-x^{k}, \nabla h\left(x^{k}\right)\right\rangle \\
& \quad \leq \frac{L_{h}}{2}\left\|x^{k}-x^{k+1}\right\|^{2} . \tag{3.14}
\end{align*}
$$

Combining (3.7), (3.13) and (3.14), the conclusion (3.4) with $\iota=$ I follows directly.

Case $\iota=$ II. First, it follows from (1.5a) that

$$
\begin{equation*}
f(x)-f\left(\bar{x}^{k+1}\right)+\left\langle x-\bar{x}^{k+1}, K^{*} y^{k}+\nabla h\left(x^{k}\right)+\frac{1}{\tau}\left(\bar{x}^{k+1}-x^{k}\right)\right\rangle \geq 0, \quad \forall x \in \mathcal{X} . \tag{3.15}
\end{equation*}
$$

Similarly, it follows from (1.5c) that

$$
\begin{equation*}
f(x)-f\left(x^{k+1}\right)+\left\langle x-x^{k+1}, K^{*} y^{k+1}+\nabla h\left(x^{k}\right)+\frac{1}{\tau}\left(x^{k+1}-x^{k}\right)\right\rangle \geq 0, \quad \forall x \in \mathcal{X} . \tag{3.16}
\end{equation*}
$$

Setting $x=x^{k+1}$ in (3.15) and adding the above two inequalities, we obtain

$$
\begin{aligned}
\langle x- & \left.x^{k+1}, K^{*} y^{k+1}\right\rangle-\left\langle x-\bar{x}^{k+1}, K^{*} y\right\rangle+\left\langle x^{k+1}-\bar{x}^{k+1}, K^{*} y^{k}\right\rangle \\
& +\left\langle x-\bar{x}^{k+1}, \nabla h\left(x^{k}\right)-\nabla h(x)\right\rangle+\frac{1}{\tau}\left\langle x^{k+1}-\bar{x}^{k+1}, \bar{x}^{k+1}-x^{k}\right\rangle \\
& +\frac{1}{\tau}\left\langle x-x^{k+1}, x^{k+1}-x^{k}\right\rangle \\
\geq & f\left(\bar{x}^{k+1}\right)-f(x)+\left\langle\bar{x}^{k+1}-x, K^{*} y+\nabla h(x)\right\rangle .
\end{aligned}
$$

Using the definition of $P_{x, y}(\cdot)$ and Lemma 1, we obtain

$$
\begin{align*}
& \left\langle x-x^{k+1}, K^{*} y^{k+1}\right\rangle-\left\langle x-\bar{x}^{k+1}, K^{*} y\right\rangle+\left\langle x^{k+1}-\bar{x}^{k+1}, K^{*} y^{k}\right\rangle \\
& \quad+\left\langle x-\bar{x}^{k+1}, \nabla h\left(x^{k}\right)-\nabla h(x)\right\rangle \\
& \quad+\frac{1}{2 \tau}\left(\left\|x^{k}-x^{k+1}\right\|^{2}-\left\|x^{k}-\bar{x}^{k+1}\right\|^{2}-\left\|x^{k+1}-\bar{x}^{k+1}\right\|^{2}\right) \\
& \quad+\frac{1}{2 \tau}\left(\left\|x-x^{k}\right\|^{2}-\left\|x-x^{k+1}\right\|^{2}-\left\|x^{k}-x^{k+1}\right\|^{2}\right) \geq P_{x, y}\left(\bar{x}^{k+1}\right) \tag{3.17}
\end{align*}
$$

According to (1.5b), we obtain

$$
g(y)-g\left(y^{k+1}\right)+\left\langle y-y^{k+1},-K \bar{x}^{k+1}+\frac{1}{\sigma}\left(y^{k+1}-y^{k}\right)\right\rangle \geq 0, \quad \forall y \in \mathcal{Y}
$$

which by simple manipulation gives

$$
\begin{aligned}
& \left\langle y-y^{k+1},-K\left(\bar{x}^{k+1}-x\right)+\frac{1}{\sigma}\left(y^{k+1}-y^{k}\right)\right\rangle \\
& \geq g\left(y^{k+1}\right)-g(y)+\left\langle y^{k+1}-y,-K x\right\rangle .
\end{aligned}
$$

Using the definition of $D_{x, y}(\cdot)$ and Lemma 1, we have

$$
\begin{align*}
& \frac{1}{2 \sigma}\left(\left\|y^{k}-y\right\|^{2}-\left\|y^{k+1}-y\right\|^{2}-\left\|y^{k}-y^{k+1}\right\|^{2}\right) \\
& \quad+\left\langle y-y^{k+1},-K\left(\bar{x}^{k+1}-x\right)\right\rangle \geq D_{x, y}\left(y^{k+1}\right) . \tag{3.18}
\end{align*}
$$

Note that

$$
\begin{aligned}
\langle x- & \left.x^{k+1}, K^{*} y^{k+1}\right\rangle-\left\langle x-\bar{x}^{k+1}, K^{*} y\right\rangle \\
& +\left\langle x^{k+1}-\bar{x}^{k+1}, K^{*} y^{k}\right\rangle+\left\langle y-y^{k+1},-K\left(\bar{x}^{k+1}-x\right)\right\rangle \\
= & \left\langle x-x^{k+1}, K^{*} y^{k+1}\right\rangle-\left\langle y^{k+1}, K\left(x-\bar{x}^{k+1}\right)\right\rangle+\left\langle x^{k+1}-\bar{x}^{k+1}, K^{*} y^{k}\right\rangle \\
= & \left\langle\bar{x}^{k+1}-x^{k+1}, K^{*} y^{k+1}\right\rangle+\left\langle x^{k+1}-\bar{x}^{k+1}, K^{*} y^{k}\right\rangle \\
= & \left\langle\bar{x}^{k+1}-x^{k+1}, K^{*}\left(y^{k+1}-y^{k}\right)\right\rangle .
\end{aligned}
$$

Summing (3.17) and (3.18), it follows from the the above equality and (3.9) that

$$
\begin{align*}
\frac{1}{2 \tau} \| x^{k} & -x\left\|^{2}+\frac{1}{2 \sigma}\right\| y^{k}-y \|^{2}-\left(\frac{1}{2 \tau}\left\|x^{k+1}-x\right\|^{2}+\frac{1}{2 \sigma}\left\|y^{k+1}-y\right\|^{2}\right) \\
\geq & \left(\frac{1}{2 \tau}-\frac{L_{h}}{4}\right)\left\|x^{k}-\bar{x}^{k+1}\right\|^{2}+\left\langle\bar{x}^{k+1}-x^{k+1}, K^{*}\left(y^{k}-y^{k+1}\right)\right\rangle \\
& +\frac{1}{2 \tau}\left\|x^{k+1}-\bar{x}^{k+1}\right\|^{2}+\frac{1}{2 \sigma}\left\|y^{k}-y^{k+1}\right\|^{2}+\Theta_{x, y}\left(\bar{x}^{k+1}, y^{k+1}\right) \\
\geq & \left(\frac{1}{2 \tau}-\frac{L_{h}}{4}\right)\left\|x^{k}-\bar{x}^{k+1}\right\|^{2}+\frac{1}{2}\left\|y^{k}-y^{k+1}\right\|_{\frac{1}{\sigma} I-\tau K K^{*}}^{2} \\
& +\Theta_{x, y}\left(\bar{x}^{k+1}, y^{k+1}\right) . \tag{3.19}
\end{align*}
$$

where the second inequality follows from the Cauchy-Schwarz inequality. Then, we get (3.3) with $\iota=$ II holds. Setting $x=x^{k+1}$ in (3.15) and summing it with (3.16), we have

$$
\begin{aligned}
\langle x- & \left.x^{k+1}, K^{*} y^{k+1}\right\rangle-\left\langle x-\bar{x}^{k+1}, K^{*} y\right\rangle+\left\langle x^{k+1}-\bar{x}^{k+1}, K^{*} y^{k}\right\rangle \\
& +\left\langle x-\bar{x}^{k+1}, \nabla h\left(x^{k}\right)\right\rangle+h\left(x^{k+1}\right)-h(x) \\
& +\frac{1}{\tau}\left\langle x^{k+1}-\bar{x}^{k+1}, \bar{x}^{k+1}-x^{k}\right\rangle+\frac{1}{\tau}\left\langle x-x^{k+1}, x^{k+1}-x^{k}\right\rangle \\
\geq & f\left(\bar{x}^{k+1}\right)+h\left(x^{k+1}\right)-f(x)-h(x)+\left\langle\bar{x}^{k+1}-x, K^{*} y\right\rangle
\end{aligned}
$$

Adding this equality to (3.18) and combining it with (3.14), (3.4) with $\iota=$ II will follow.

Case $\iota=$ III. First, it follows from (1.6a) that

$$
\begin{equation*}
f(x)-f\left(\bar{x}^{k+1}\right)+\left\langle x-\bar{x}^{k+1}, K^{*} y^{k}+\nabla h\left(x^{k}\right)+\frac{1}{\tau}\left(\bar{x}^{k+1}-x^{k}\right)\right\rangle \geq 0, \quad \forall x \in \mathcal{X} \tag{3.20}
\end{equation*}
$$

By rearranging some terms of (3.20), we obtain

$$
\begin{aligned}
\langle x- & \left.\bar{x}^{k+1}, K^{*}\left(y^{k}-y\right)\right\rangle+\left\langle x-\bar{x}^{k+1}, \nabla h\left(x^{k}\right)-\nabla h(x)\right\rangle \\
& +\frac{1}{\tau}\left\langle x-\bar{x}^{k+1}, \bar{x}^{k+1}-x^{k}\right\rangle \\
\geq & f\left(\bar{x}^{k+1}\right)-f(x)+\left\langle\bar{x}^{k+1}-x, K^{*} y+\nabla h(x)\right\rangle .
\end{aligned}
$$

Using the definition of $P(\cdot)$ and Lemma 1, we obtain

$$
\begin{align*}
& \left\langle x-\bar{x}^{k+1}, K^{*}\left(y^{k}-y\right)\right\rangle+\left\langle x-\bar{x}^{k+1}, \nabla h\left(x^{k}\right)-\nabla h(x)\right\rangle \\
& \quad+\frac{1}{2 \tau}\left(\left\|x-x^{k}\right\|^{2}-\left\|x-\bar{x}^{k+1}\right\|^{2}-\left\|x^{k}-\bar{x}^{k+1}\right\|^{2}\right) \geq P_{x, y}\left(\bar{x}^{k+1}\right) \tag{3.21}
\end{align*}
$$

Since (1.6b) is the same with (1.5b), (3.18) still holds for this case. Summing (3.21) and (3.18), we get

$$
\begin{align*}
& \left\langle x-\bar{x}^{k+1}, K^{*}\left(y^{k}-y^{k+1}\right)\right\rangle+\left\langle x-\bar{x}^{k+1}, \nabla h\left(x^{k}\right)-\nabla h(x)\right\rangle \\
& \quad+\frac{1}{2 \tau}\left(\left\|x-x^{k}\right\|^{2}-\left\|x-\bar{x}^{k+1}\right\|^{2}-\left\|x^{k}-\bar{x}^{k+1}\right\|^{2}\right) \\
& \quad+\frac{1}{2 \sigma}\left(\left\|y^{k}-y\right\|^{2}-\left\|y^{k+1}-y\right\|^{2}-\left\|y^{k}-y^{k+1}\right\|^{2}\right) \geq \Theta_{x, y}\left(\bar{x}^{k+1}, y^{k+1}\right) \tag{3.22}
\end{align*}
$$

Note that

$$
\begin{aligned}
& \left\|\bar{x}^{k+1}-x\right\|^{2}-2 \tau\left\langle x-\bar{x}^{k+1}, K^{*}\left(y^{k}-y^{k+1}\right)\right\rangle \\
& \quad=\left\|\bar{x}^{k+1}-x-\tau K^{*}\left(y^{k+1}-y^{k}\right)\right\|^{2}-\tau^{2}\left\|K^{*}\left(y^{k}-y^{k+1}\right)\right\|^{2} \\
& \quad=\left\|x^{k+1}-x\right\|^{2}-\tau^{2}\left\|K^{*}\left(y^{k}-y^{k+1}\right)\right\|^{2},
\end{aligned}
$$

where the last equality follows from (1.6c). Substituting the above equality and (3.9) into (3.22), (3.3) with $\iota=$ III will follow. Likewise, instead of using (3.9), we adopt the inequality (3.14), we will get (3.4) with $\iota=$ III. The proof is completed.

The following theorem shows the ergodic convergence of Condat-Vu (1.4), PDFP (1.5) and AFBA (1.6).

Theorem 1 Suppose that Assumptions 1 and ( $\iota a)$ holdfor $\iota \in\{\mathrm{I}, \mathrm{II}, \mathrm{III}\}$. Let $\left\{\left(x_{l}^{k}, y_{l}^{k}\right)\right\}$ with $\iota \in\{\mathrm{I}, \mathrm{II}, \mathrm{III}\}$ be the sequence generated by Condat-Vu (1.4), PDFP (1.5) and AFBA (1.6), respectively. Then $\left\{\left(x_{l}^{k}, y_{l}^{k}\right)\right\}$ converges to a saddle point $\left(x_{l}^{\infty}, y_{l}^{\infty}\right)$ of (1.1). If, in addition, Assumption (ıb) holds, for the ergodic sequence $\left\{\left(X_{l}^{N}, Y_{\imath}^{N}\right)\right\}$ defined by

$$
\begin{equation*}
X_{\imath}^{N}=\frac{1}{N} \sum_{k=1}^{N} \bar{x}_{\imath}^{k} \text { and } Y_{\imath}^{N}=\frac{1}{N} \sum_{k=1}^{N} y_{\imath}^{k} \tag{3.23}
\end{equation*}
$$

we have

$$
\begin{equation*}
\mathcal{L}\left(X_{\iota}^{N}, y\right)-\mathcal{L}\left(x, Y_{\iota}^{N}\right) \leq \frac{1}{2 N}\left\|u_{\iota}^{0}-u\right\|_{G_{\iota}}^{2}, \quad \forall(x, y) \in \mathcal{X} \times \mathcal{Y} \tag{3.24}
\end{equation*}
$$

Proof Suppose that ( $\iota$ a) holds. Let $(\hat{x}, \hat{y})$ be an arbitrary saddle point of (1.1). Summing the inequality (3.3) over $k=0,1, \ldots, N-1$ and setting $(x, y)=(\hat{x}, \hat{y})$ yields that for any $N \geq 0$,

$$
\begin{align*}
& \frac{1}{2}\left\|u_{\iota}^{N}-\hat{u}\right\|_{G_{\iota}}^{2}+\frac{1}{2} \sum_{k=0}^{N-1}\left\|u_{\imath}^{k}-v_{\iota}^{k+1}\right\|_{M_{\iota}}^{2}+\sum_{k=0}^{N-1} \Theta\left(\bar{x}_{\iota}^{k+1}, y_{\iota}^{k+1}\right)  \tag{3.25}\\
& \quad \leq \frac{1}{2}\left\|u_{\iota}^{0}-\hat{u}\right\|_{G_{\iota}}^{2} .
\end{align*}
$$

Combining (3.25), $\Theta\left(\bar{x}_{l}^{k+1}, y_{l}^{k+1}\right) \geq 0$ and the positive definiteness of $M_{\iota}$ and $H_{\iota}$, we conclude that $\left\{\left(x_{l}^{k}, y_{l}^{k}\right)\right\}$ is bounded and

$$
\sum_{k=0}^{\infty}\left\|u_{\imath}^{k}-v_{\imath}^{k+1}\right\|_{M_{\iota}}^{2}<\infty
$$

Consequently, $\left(x_{l}^{k}, y_{l}^{k}\right)-\left(\bar{x}_{l}^{k+1}, y_{l}^{k+1}\right) \rightarrow 0$ as $k \rightarrow \infty$. Since $\left\{\left(x_{\imath}^{k}, y_{l}^{k}\right)\right\}$ has at least one limit point $\left(x_{l}^{\infty}, y_{l}^{\infty}\right)$ by its boundedness, there exists a subsequence $\left\{\left(x_{l}^{k_{j}}, y_{l}^{k_{j}}\right)\right\}$ such that $\left(x_{\imath}^{k_{j}}, y_{l}^{k_{j}}\right) \rightarrow\left(x_{\imath}^{\infty}, y_{l}^{\infty}\right)$ as $j \rightarrow \infty$. For any $\iota \in\{\mathrm{I}$, II, III $\}$, we have

$$
\begin{aligned}
& f(x)-f\left(\bar{x}_{l}^{k_{j}+1}\right)+\left\langle x-\bar{x}_{l}^{k_{j}+1}, \nabla h\left(x_{l}^{k_{j}}\right)+K^{*} y_{l}^{k_{j}}\right\rangle \\
& \quad+\left\langle x-\bar{x}_{l}^{k_{j}+1}, \frac{1}{\tau}\left(\bar{x}_{l}^{k_{j}+1}-x_{l}^{k_{j}}\right)\right\rangle \geq 0, \quad \forall x \in \mathcal{X} .
\end{aligned}
$$

For $\iota=\mathrm{I}$, it follows from (1.4b) that

$$
\begin{aligned}
& g(y)-g\left(y_{l}^{k_{j}+1}\right)+\left\langle y-y_{l}^{k_{j}+1},-K\left(2 \bar{x}_{l}^{k_{j}+1}-x_{l}^{k_{j}}\right)\right\rangle \\
& \quad+\left\langle y-y_{l}^{k_{j}+1}, \frac{1}{\sigma}\left(y_{l}^{k_{j}+1}-y_{l}^{k_{j}}\right)\right\rangle \geq 0, \quad \forall y \in \mathcal{Y} .
\end{aligned}
$$

For $\iota \in\{\mathrm{II}, \mathrm{III}\}$, according to (1.5b) and (1.6b), we have

$$
g(y)-g\left(y_{l}^{k_{j}+1}\right)+\left\langle y-y_{l}^{k_{j}+1},-K \bar{x}_{l}^{k_{j}+1}+\frac{1}{\sigma}\left(y_{l}^{k_{j}+1}-y_{l}^{k_{j}}\right)\right\rangle \geq 0, \quad \forall y \in \mathcal{Y} .
$$

Passing $j \rightarrow \infty$ in the above three inequalities, it follows that $\left(x_{l}^{\infty}, y_{l}^{\infty}\right)$ is a solution of (1.1). Note that (3.3) holds for any solution of (1.1), hence

$$
\begin{equation*}
\left\|u_{\imath}^{k+1}-u_{\iota}^{\infty}\right\|_{G_{\iota}}^{2} \leq\left\|u_{\imath}^{k}-u_{\imath}^{\infty}\right\|_{G_{\iota}}^{2}, \quad \forall k \geq 0 \tag{3.26}
\end{equation*}
$$

Since $\left(x_{l}^{k_{j}}, y_{l}^{k_{j}}\right) \rightarrow\left(x_{l}^{\infty}, y_{l}^{\infty}\right)$ and $\left(x_{l}^{k}, y_{l}^{k}\right)-\left(\bar{x}_{l}^{k+1}, y_{l}^{k+1}\right) \rightarrow 0$, for any given $\epsilon>0$ and $\iota \in\{\mathrm{I}, \mathrm{II}, \mathrm{III}\}$, there exists a positive integer $l$ such that

$$
\begin{equation*}
\left\|v_{\iota}^{k_{l}+1}-u_{\imath}^{\infty}\right\|_{G_{\iota}}^{2}<\frac{\epsilon}{2}, \quad \text { and } \quad\left\|v_{\iota}^{k_{l}+1}-u_{\iota}^{k_{l}}\right\|_{G_{\iota}}^{2}<\frac{\epsilon}{2} . \tag{3.27}
\end{equation*}
$$

Therefore, for any $k \geq k_{l}$, it follows from (3.26) and (3.27) that

$$
\begin{aligned}
\left\|u_{\imath}^{k}-u_{\iota}^{\infty}\right\|_{G_{\iota}}^{2} & \leq\left\|u_{\iota}^{k_{l}}-u_{\imath}^{\infty}\right\|_{G_{\iota}}^{2} \\
& \leq\left\|v_{\imath}^{k_{l}+1}-u_{\imath}^{\infty}\right\|_{G_{\iota}}^{2}+\left\|u^{k_{l}}-v_{\iota}^{k_{l}+1}\right\|_{G_{\iota}}^{2}<\epsilon .
\end{aligned}
$$

This shows that the sequence $\left\{\left(x_{l}^{k}, y_{l}^{k}\right)\right\}$ converges to $\left(x_{l}^{\infty}, y_{l}^{\infty}\right)$.
Now, suppose that ( $\iota \mathrm{b}$ ) holds, then the operator $H_{l}$ defined in (3.1) are positive definite. So, summing the inequality (3.4) over $k=0,1, \ldots, N-1$, we obtain

$$
\sum_{k=0}^{N-1}\left(\mathcal{L}\left(\bar{x}_{\iota}^{k+1}, y\right)-\mathcal{L}\left(x, y_{\iota}^{k+1}\right)\right) \leq \frac{1}{2}\left(\left\|u_{\iota}^{0}-u\right\|_{G_{\iota}}^{2}-\left\|u_{\iota}^{N}-u\right\|_{G_{\iota}}^{2}\right)
$$

It follows from the convexity of $f, g, h$ and the definition of $\left(X_{\iota}^{N}, Y_{\iota}^{N}\right)$ in (3.23) that

$$
N\left(\mathcal{L}\left(X_{\iota}^{N}, y\right)-\mathcal{L}\left(x, Y_{\iota}^{N}\right)\right) \leq \frac{1}{2}\left\|u_{\iota}^{0}-u\right\|_{G_{\iota}}^{2}
$$

Then, the assertion (3.24) follows directly.
Note that the condition ( $\iota$ a) with $\iota \in\{\mathrm{I}, \mathrm{II}, \mathrm{III}\}$ is enough to guarantee the convergence of Condat-Vu, PDFP, and AFBA, respectively. However, if one would like to establish the convergence rate for primal-dual gap, the stronger condition ( $\iota \mathrm{b}$ ) needs to be assumed. For Condat-Vu, the conclusions of Lemma 2 and Theorem 1 had been extablished in $[4,38]$. As for PDFP, [6] proved that the sequences $\left\{x^{k}\right\}$ and $\left\{\bar{x}^{k}\right\}$ converge to a solution of the primal problem (1.2) by fixed point theory; however, no convergence rate of the primal-dual gap is analyzed. Actually, by Theorem 1, we see that the primal-dual gap of the ergodic sequence converges to zero with an $O(1 / N)$ rate. As for AFBA, [20] proved that the sequence $\left\{\left(x^{k}, y^{k}\right)\right\}$ converge to a saddle point of the min-max problem (1.1) under the condition $\tau \sigma L^{2}+\sqrt{\tau \sigma L^{2}}+\tau L_{h}<2$. This condition is much more conservative than the conditions posed in the Theorem 1, where the $O(1 / N)$ convergence rate of the primal-dual gap of the ergodic sequence of AFBA is also established. Moreover, although the update of $x^{k+1}$ in AFBA (1.6c) differs from that one in PDFP (1.5c), we can see from our analysis in Lemma 2 and Theorem 1 that they actually lead to the same contractive property.

### 3.2 Linear convergence

In this subsection, we study the Q -linear convergence and R -linear convergence properties of Condat-Vu (1.4), PDFP (1.5) and AFBA (1.6).

Firstly, we derive an useful upper bound of $\|R(\cdot)\|$ at the iterates $\left\{\left(\bar{x}_{l}^{k+1}, y_{l}^{k+1}\right)\right\}$ generated by Condat-Vu (1.4), PDFP (1.5) and AFBA (1.6).

Lemma 3 Suppose that Assumptions 1 and ( $\iota a)$ hold for $\iota \in\{\mathrm{I}$, II, III $\}$. Let $\left\{\left(x_{l}^{k}, y_{l}^{k}\right)\right\}$ with $\iota \in\{\mathrm{I}, \mathrm{II}, \mathrm{III}\}$ be the sequence generated by Condat-Vu (1.4), PDFP (1.5) and AFBA (1.6), respectively. Then for any $k \geq 0$, there exists a constant $\kappa_{l}>0$ such that

$$
\begin{equation*}
\left\|R\left(v_{l}^{k+1}\right)\right\|^{2} \leq \kappa_{\iota}\left\|u_{\imath}^{k}-v_{l}^{k+1}\right\|_{M_{l}}^{2}, \tag{3.28}
\end{equation*}
$$

where

$$
\begin{equation*}
\kappa_{\iota}=\frac{1}{\alpha_{\iota}^{2}} \max \left\{3 L_{h}^{2}+\frac{3}{\tau^{2}}+2 L^{2}, 3 L^{2}+\frac{2}{\sigma^{2}}\right\} \tag{3.29}
\end{equation*}
$$

and $\alpha_{\iota}>0$ is a constant given in (3.2).
Proof Since we have denoted $\bar{x}_{\mathrm{I}}^{k+1}=x_{\mathrm{I}}^{k+1}$ for Condat-Vu, by (1.4a), (1.5a) and (1.6a), for $\iota \in\{\mathrm{I}, \mathrm{II}, \mathrm{III}\}$ it has

$$
0 \in \partial f\left(\bar{x}_{\iota}^{k+1}\right)+\nabla h\left(x_{\imath}^{k}\right)+\frac{1}{\tau}\left(\bar{x}_{\imath}^{k+1}-x_{\imath}^{k}\right)+K^{*} y_{\imath}^{k},
$$

which implies that

$$
\bar{x}_{\imath}^{k+1}=\operatorname{prox}_{f}\left(\bar{x}_{\imath}^{k+1}-\left(\nabla h\left(x_{\imath}^{k}\right)+\frac{1}{\tau}\left(\bar{x}_{l}^{k+1}-x_{\imath}^{k}\right)+K^{*} y_{l}^{k}\right)\right) .
$$

Therefore,

$$
\begin{align*}
& \left\|\bar{x}_{l}^{k+1}-\operatorname{prox}_{f}\left(\bar{x}_{l}^{k+1}-\left(\nabla h\left(\bar{x}_{l}^{k+1}\right)+K^{*} y_{l}^{k+1}\right)\right)\right\|^{2} \\
& \quad \leq\left\|\nabla h\left(\bar{x}_{l}^{k+1}\right)-\nabla h\left(x_{l}^{k}\right)-\frac{1}{\tau}\left(\bar{x}_{\iota}^{k+1}-x_{\iota}^{k}\right)+K^{*}\left(y_{l}^{k+1}-y_{l}^{k}\right)\right\|^{2} \\
& \quad \leq 3 L_{h}^{2}\left\|x_{\imath}^{k}-\bar{x}_{l}^{k+1}\right\|^{2}+\frac{3}{\tau^{2}}\left\|x_{\imath}^{k}-\bar{x}_{l}^{k+1}\right\|^{2}+3 L^{2}\left\|y_{l}^{k}-y_{l}^{k+1}\right\|^{2} . \tag{3.30}
\end{align*}
$$

Then, it follows from (1.4b) that for $\iota=\mathrm{I}$,

$$
0 \in \partial g\left(y_{l}^{k+1}\right)-K\left(2 \bar{x}_{\iota}^{k+1}-x_{\iota}^{k}\right)+\frac{1}{\sigma}\left(y_{\iota}^{k+1}-y_{\iota}^{k}\right),
$$

which implies that

$$
y_{l}^{k+1}=\operatorname{prox}_{g}\left(y_{\iota}^{k+1}-\left(-K\left(2 \bar{x}_{\iota}^{k+1}-x_{\iota}^{k}\right)+\frac{1}{\sigma}\left(y_{\iota}^{k+1}-y_{\iota}^{k}\right)\right)\right) .
$$

Therefore, we have

$$
\begin{align*}
& \left\|y_{l}^{k+1}-\operatorname{prox}_{g}\left(y_{l}^{k+1}+K \bar{x}_{l}^{k+1}\right)\right\|^{2} \\
& \quad \leq\left\|K\left(\bar{x}_{\iota}^{k+1}-x_{l}^{k}\right)+\frac{1}{\sigma}\left(y_{l}^{k+1}-y_{l}^{k}\right)\right\|^{2} \\
& \quad \leq 2 L^{2}\left\|x_{\imath}^{k}-\bar{x}_{l}^{k+1}\right\|^{2}+\frac{2}{\sigma^{2}}\left\|y_{l}^{k}-y_{l}^{k+1}\right\|^{2} \tag{3.31}
\end{align*}
$$

where the first inequality follows from the 1-Lipschitz continuity of $\operatorname{prox}_{g}(\cdot)$, and the second inequality follows from the Cauchy-Schwarz inequality. Similarly, according to (1.5b) and (1.6b), we have for $\iota \in\{$ II, III $\}$,

$$
y_{l}^{k+1}=\operatorname{prox}_{g}\left(y_{l}^{k+1}-\left(-K \bar{x}_{\iota}^{k+1}+\frac{1}{\sigma}\left(y_{l}^{k+1}-y_{\iota}^{k}\right)\right)\right),
$$

which gives

$$
\begin{equation*}
\left\|y_{l}^{k+1}-\operatorname{prox}_{g}\left(y_{\iota}^{k+1}+K \bar{x}_{\iota}^{k+1}\right)\right\|^{2} \leq \frac{1}{\sigma^{2}}\left\|y_{\iota}^{k}-y_{l}^{k+1}\right\|^{2} . \tag{3.32}
\end{equation*}
$$

Consequently, it follows (3.31) and (3.32) that for any $\iota \in\{\mathrm{I}, \mathrm{II}, \mathrm{III}\}$,

$$
\begin{equation*}
\left\|y_{l}^{k+1}-\operatorname{prox}_{g}\left(y_{l}^{k+1}+K \bar{x}_{l}^{k+1}\right)\right\|^{2} \leq 2 L^{2}\left\|x_{\iota}^{k}-\bar{x}_{\iota}^{k+1}\right\|^{2}+\frac{2}{\sigma^{2}}\left\|y_{l}^{k}-y_{l}^{k+1}\right\|^{2} \tag{3.33}
\end{equation*}
$$

Then, by combining (3.30) and (3.33), we obtain from the definition of $R(\cdot)$ in (2.3) that

$$
\begin{aligned}
\left\|R\left(v_{l}^{k+1}\right)\right\|^{2}= & \left\|\bar{x}_{\iota}^{k+1}-\operatorname{prox}_{f}\left(\bar{x}_{l}^{k+1}-\left(\nabla h\left(\bar{x}_{l}^{k+1}\right)+K^{*} y_{l}^{k+1}\right)\right)\right\|^{2} \\
& +\left\|y_{l}^{k+1}-\operatorname{prox}_{g}\left(y_{l}^{k+1}+K \bar{x}_{l}^{k+1}\right)\right\|^{2} \\
\leq & \left(3 L_{h}^{2}+\frac{3}{\tau^{2}}+2 L^{2}\right)\left\|x_{\iota}^{k}-\bar{x}_{l}^{k+1}\right\|^{2}+\left(3 L^{2}+\frac{2}{\sigma^{2}}\right)\left\|y_{\iota}^{k}-y_{l}^{k+1}\right\|^{2} \\
\leq & \kappa_{\iota}\left\|u_{\iota}^{k}-v_{l}^{k+1}\right\|_{M_{l}}^{2},
\end{aligned}
$$

where the last inequality follows from (3.2) and the definition of $\kappa_{l}$ in (3.29).
Now, we are ready to establish the linear convergence rate of Condat-Vu (1.4), PDFP (1.5) and AFBA (1.6) under a calmness condition. If $R^{-1}: \mathcal{U} \rightarrow \mathcal{U}$ is calm at the origin for a point $u^{\infty}$ with modulus $\theta>0$, it follows from Definition 4 that there exist a neighborhood $B(0, s)$ of the origin and a neighborhood $B\left(u^{\infty}, r\right)$ of $u^{\infty}$ with $r, s>0$ such that

$$
\begin{equation*}
R^{-1}(x) \cap B\left(u^{\infty}, r\right) \subseteq R^{-1}(0)+\theta\|x\| B \mathcal{U}, \quad \forall x \in B(0, s) \tag{3.34}
\end{equation*}
$$

where $B_{\mathcal{U}}$ is the unit ball in $\mathcal{U}$. By the Lipschitz continuity of KKT mapping $R$, we can choose $r>0$ sufficiently small in (3.34) such that $R(u) \in B(0, s)$ for any
$u \in B\left(u^{\infty}, r\right)$. Then, noticing that $R^{-1}(0)=\widehat{\mathcal{U}}$ and considering $x=R(u) \in B(0, s)$, the relation (3.34) would imply

$$
\operatorname{dist}(u, \widehat{\mathcal{U}}) \leq \theta\|R(u)\|, \quad u \in\left\{u \in \mathcal{U} \mid\left\|u-u^{\infty}\right\| \leq r\right\}
$$

Note that this calmness condition is also proposed for establishing linear convergence of the alternating direction method of multipliers [15] and the first-order inexact primal-dual algorithm [19].

Theorem 2 Suppose that Assumptions 1 and ( $\iota a)$ holdfor $\iota \in\{$ I, II, III $\}$. Let $\left\{\left(x_{l}^{k}, y_{l}^{k}\right)\right\}$ with $\iota \in\{\mathrm{I}, \mathrm{II}, \mathrm{III}\}$ be the sequence generated by Condat-Vu (1.4), PDFP (1.5) and AFBA (1.6), respectively. Then we have the following properties.
(1) There exists a saddle point $u_{\imath}^{\infty}=\left(x_{l}^{\infty}, y_{l}^{\infty}\right)$ of (1.1) such that the $\left\{\left(x_{\imath}^{k}, y_{\imath}^{k}\right)\right\}$ converges to $u_{\imath}^{\infty}$.
(2) If $R^{-1}$ is calm at the origin for $u_{l}^{\infty}$ with modulus $\theta_{\iota}>0$, i.e.,

$$
\begin{equation*}
\operatorname{dist}(u, \widehat{\mathcal{U}}) \leq \theta_{\iota}\|R(u)\|, \quad \forall u \in\left\{u \in \mathcal{U} \mid\left\|u-u_{\imath}^{\infty}\right\| \leq r_{\iota}\right\}, \tag{3.35}
\end{equation*}
$$

for some $r_{\iota}>0$, there exists a positive number $0<\xi_{\iota}<1$ given by

$$
\xi_{l}=\sqrt{1-\frac{\alpha_{l}^{2}}{\beta_{l}^{2}\left(\theta_{\iota} \beta_{l} \sqrt{\kappa_{\iota}}+1\right)^{2}}}
$$

such that

$$
\begin{equation*}
\operatorname{dist}_{G_{\iota}}\left(u_{\iota}^{k+1}, \widehat{\mathcal{U}}\right) \leq \xi_{l} \operatorname{dist}_{G_{l}}\left(u_{\iota}^{k}, \widehat{\mathcal{U}}\right) \tag{3.36}
\end{equation*}
$$

for all $k \geq 0$, where $\alpha_{l}, \beta_{l}$ and $\kappa_{l}$ are given in (3.2) and (3.29), respectively. Moreover, $\left\{u_{l}^{k}\right\}:=\left\{\left(x_{\imath}^{k}, y_{l}^{k}\right)\right\}$ converges to $u_{l}^{\infty} R$-linearly.

Proof Property (1) has already been established in Theorem 1. Hence, there exists $\bar{k} \geq 0$ such that for all $\iota \in\{\mathrm{I}, \mathrm{II}, \mathrm{III}\}$ it has

$$
\left\|v_{\iota}^{k+1}-u_{\iota}^{\infty}\right\| \leq r_{\iota}, \quad \forall k \geq \bar{k}
$$

Thus, by Lemma 3 and (3.35), we know that for all $k \geq \bar{k}$,

$$
\begin{equation*}
\operatorname{dist}\left(v_{l}^{k+1}, \widehat{\mathcal{U}}\right) \leq \theta_{\iota}\left\|R\left(v_{l}^{k+1}\right)\right\| \leq \theta_{l} \sqrt{\kappa_{l}}\left\|u_{l}^{k}-v_{l}^{k+1}\right\|_{M_{l}}, \tag{3.37}
\end{equation*}
$$

where $\kappa_{l}$ is given in Lemma 3. Next, we have

$$
\begin{equation*}
\operatorname{dist}\left(v_{\iota}^{k+1}, \widehat{\mathcal{U}}\right) \geq \frac{1}{\beta_{\iota}} \operatorname{dist}_{M_{\iota}}\left(v_{\iota}^{k+1}, \widehat{\mathcal{U}}\right) \geq \frac{1}{\beta_{\iota}}\left(\operatorname{dist}_{M_{\iota}}\left(u_{\iota}^{k}, \widehat{\mathcal{U}}\right)-\left\|u_{\iota}^{k}-v_{\iota}^{k+1}\right\|_{M_{\iota}}\right) . \tag{3.38}
\end{equation*}
$$

By combining (3.37) with (3.38), we obtain for $k \geq \bar{k}$

$$
\begin{equation*}
\operatorname{dist}_{G_{\iota}}\left(u_{\imath}^{k}, \widehat{\mathcal{U}}\right) \leq \frac{\beta_{\iota}}{\alpha_{\iota}} \operatorname{dist}_{M_{\iota}}\left(u_{\iota}^{k}, \widehat{\mathcal{U}}\right) \leq \frac{\beta_{\iota}\left(\theta_{\iota} \beta_{\iota} \sqrt{\kappa_{\iota}}+1\right)}{\alpha_{\iota}}\left\|u_{\imath}^{k}-v_{\iota}^{k+1}\right\|_{M_{\iota}} . \tag{3.39}
\end{equation*}
$$

Note that for any $(\hat{x}, \hat{y}) \in \hat{\mathcal{U}}$, it follows from (3.3) and $\Theta(\cdot, \cdot) \geq 0$ that

$$
\begin{equation*}
\left\|u_{\iota}^{k}-\hat{u}\right\|_{G_{\iota}}^{2}-\left\|u_{\iota}^{k+1}-\hat{u}\right\|_{G_{\iota}}^{2} \geq\left\|u_{\imath}^{k}-v_{\iota}^{k+1}\right\|_{M_{\iota}}^{2} . \tag{3.40}
\end{equation*}
$$

Since $\widehat{\mathcal{U}}$ is a nonempty closed convex set, the above inequality (3.40) implies for $k \geq \bar{k}$,

$$
\begin{align*}
\operatorname{dist}_{G_{\iota}}^{2}\left(u_{\iota}^{k}, \widehat{\mathcal{U}}\right)-\operatorname{dist}_{G_{\iota}}^{2}\left(u_{\iota}^{k+1}, \widehat{\mathcal{U}}\right) & \geq\left\|u_{\iota}^{k}-v_{\iota}^{k+1}\right\|_{M_{\iota}}^{2} \\
& \geq \frac{\alpha_{\iota}^{2}}{\beta_{\iota}^{2}\left(\theta_{\iota} \beta_{\iota} \sqrt{\kappa_{\iota}}+1\right)^{2}} \operatorname{dist}_{G_{\iota}}^{2}\left(u_{\iota}^{k}, \widehat{\mathcal{U}}\right) . \tag{3.41}
\end{align*}
$$

where the second inequality follows from (3.39). Then, (3.40), (3.41), and Lemma 2 imply that the property (2) holds, i.e., (3.36) holds for all $k \geq 0$.

Now, we show that $\left\{u_{\imath}^{k}\right\}$ converges to $u_{\imath}^{\infty} \mathrm{R}$-linearly. Let $\hat{u}_{\imath}^{k} \in \widehat{\mathcal{U}}$ such that $\operatorname{dist}_{G_{l}}\left(u_{\iota}^{k}, \widehat{\mathcal{U}}\right)=\left\|u_{\imath}^{k}-\hat{u}_{\imath}^{k}\right\|_{G_{l}}$. By (3.3), we have

$$
\begin{aligned}
\left\|u_{\imath}^{k}-u_{\imath}^{k+1}\right\|_{G_{\iota}} & \leq\left\|u_{\imath}^{k}-\hat{u}_{\iota}^{k}\right\|_{G_{\iota}}+\left\|u_{\imath}^{k+1}-\hat{u}_{\iota}^{k}\right\|_{G_{l}} \\
& \leq 2\left\|u_{\imath}^{k}-\hat{u}_{\iota}^{k}\right\|_{G_{\iota}}=\operatorname{dist}_{G_{\imath}}\left(u_{\iota}^{k}, \widehat{\mathcal{U}}\right) \\
& \leq 2 \xi_{\imath}^{k} \operatorname{dist}_{G_{\iota}}\left(u_{\imath}^{0}, \widehat{\mathcal{U}}\right) .
\end{aligned}
$$

Consequently,

$$
\begin{aligned}
\left\|u_{\imath}^{k}-u_{\iota}^{\infty}\right\|_{G_{\iota}} & =\left\|\sum_{j=k}^{\infty}\left(u_{\imath}^{k}-u_{\imath}^{k+1}\right)\right\|_{G_{\iota}} \\
& \leq \sum_{j=k}^{\infty}\left\|u_{\imath}^{k}-u_{\imath}^{k+1}\right\|_{G_{\iota}} \leq 2 \operatorname{dist}_{G_{\iota}}\left(u_{\iota}^{0}, \widehat{\mathcal{U}}\right) \sum_{j=k}^{\infty} \xi_{\imath}^{j} \\
& =\frac{2 \xi_{\imath}}{1-\xi_{\iota}} \operatorname{dist}_{G_{\iota}}\left(u_{\iota}^{0}, \widehat{\mathcal{U}}\right)
\end{aligned}
$$

which shows $\left\{u_{\imath}^{k}\right\}$ converges to $u_{\iota}^{\infty}$ R-linearly.
Under proper calmness condition (3.35), Theorem 2 shows the Q-linear convergence rate of $\operatorname{dist}_{G_{\imath}}\left(u_{\imath}^{k}, \widehat{\mathcal{U}}\right)$ and the nonergodic R-linear convergence rate of $\left\{u_{\imath}^{k}\right\}$. Since Chambolle-Pock is a special case of Condat-Vu, the linear convergence results also holds for Chambolle-Pock. In addition, since PDFP includes PAPC [9,22] and $\mathrm{PDFP}^{2} \mathrm{O}$ [5] as special cases, the linear convergence results for PAPC and $\mathrm{PDFP}^{2} \mathrm{O}$ also follows directly. However, since the constant $\theta_{l}$ in the calmness condition (3.35) is not known explicitly, the exact linear convergence ratio $\xi_{l}$ is not explicitly known either.

Corollary 1 Suppose that Assumptions 1 and ( $\iota$ a) holdfor $\iota \in\{$ I, II, III $\}$. Let $\left\{\left(x_{l}^{k}, y_{l}^{k}\right)\right\}$ with $\iota \in\{\mathrm{I}, \mathrm{II}, \mathrm{III}\}$ be the sequence generated by Condat-Vu (1.4), PDFP (1.5) and

AFBA (1.6), respectively. If the mapping $R: \mathcal{U} \rightarrow \mathcal{U}$ is piecewise polyhedral, then the following properties hold.
(1) There exists a constant $\hat{\theta}>0$ such that for all $k \geq 0$ we have

$$
\begin{equation*}
\operatorname{dist}\left(u_{\imath}^{k}, \widehat{\mathcal{U}}\right) \leq \hat{\theta}\left\|R\left(u_{\imath}^{k}\right)\right\| . \tag{3.42}
\end{equation*}
$$

(2) For all $k \geq 0$ we have

$$
\begin{equation*}
\operatorname{dist}_{G_{\iota}}\left(u_{\iota}^{k+1}, \widehat{\mathcal{U}}\right) \leq \hat{\xi}_{\iota} \operatorname{dist}_{G_{\iota}}\left(u_{\iota}^{k}, \widehat{\mathcal{U}}\right), \tag{3.43}
\end{equation*}
$$

where

$$
\hat{\xi}_{\iota}=\sqrt{1-\frac{\alpha_{\iota}^{2}}{\beta_{\iota}^{2}\left(\hat{\theta} \beta_{\iota} \sqrt{\kappa_{\iota}}+1\right)^{2}}}<1
$$

Moreover, $\left\{u_{l}^{k}\right\}:=\left\{\left(x_{l}^{k}, y_{l}^{k}\right)\right\}$ converges to $u_{l}^{\infty} R$-linearly.
Proof Since $R^{-1}$ is piecewise polyhedral if and only if $R$ is piecewise polyhedral [15], it follows from the discussion at the end of Sect. 2 that there exist two constants $\theta>0$ and $s>0$ such that

$$
\begin{equation*}
\operatorname{dist}(u, \widehat{\mathcal{U}}) \leq \theta\|R(u)\|, \quad \forall u \in\{u \in \mathcal{U} \mid\|R(u)\| \leq s\} \tag{3.44}
\end{equation*}
$$

By Theorem 2, we know $\left\{u_{l}^{k}\right\}$ converges to $u_{l}^{\infty} \in \widehat{\mathcal{U}}$. Hence, there exists a constant $r>0$ such that $\left\|u_{\imath}^{k}-u_{\imath}^{\infty}\right\| \leq r$ for all $k \geq 0$. Note that when $\left\|R\left(u_{\imath}^{k}\right)\right\|>s$, we have

$$
\begin{equation*}
\operatorname{dist}\left(u_{\imath}^{k}, \widehat{\mathcal{U}}\right) \leq\left\|u_{\imath}^{k}-u_{\imath}^{\infty}\right\| \leq r<\frac{r}{s}\left\|R\left(u_{\iota}^{k}\right)\right\| . \tag{3.45}
\end{equation*}
$$

Combining (3.44) and (3.45), we have (3.42) holds with $\hat{\theta}:=\max \left\{\theta, \frac{r}{s}\right\}$. Using (3.42), the property (2) can be similarly proved as the proof in Theorem 2.

## 4 Applications to some convex models

In this section, we show some practical examples, where the linear convergence results in the previous section will apply. As one can see in Theorem 2, the calmness condition is the key assumption for linear convergence. So, to show the linear convergence of Condat-Vu (1.4), PDFP (1.5) and (1.6) for solving the example problems, we need to verify that the KKT mapping (2.3) of these problems satisfies the calmness condition (3.35). From Corollary 1, it is sufficient to show the KKT mapping defined in (2.3) is piecewise polyhedral.

Note that the following examples do not satisfy the strongly convex condition required in $[4,6]$. Hence, the theoretical results given in $[4,6]$ do not imply the linear convergence rate of Condat-Vu, PDFP or AFBA for solving the following example problems. However, from our analysis, these models satisfy the calmness condition and the linear convergence rate can be obtained immediately.

### 4.1 Matrix games

Consider the following min-max matrix game [4,30]:

$$
\begin{equation*}
\min _{x \in \mathcal{R}^{n}} \max _{y \in \mathcal{R}^{m}} \delta_{\Delta_{n}}(x)+\langle K x, y\rangle-\delta_{\Delta_{m}}(y), \tag{4.1}
\end{equation*}
$$

where $K \in \mathcal{R}^{m \times n}, \Delta_{n}$ and $\Delta_{m}$ denote the standard unit simplices in $\mathcal{R}^{n}$ and $\mathcal{R}^{m}$, respectively. [19] showed that the KKT mapping of (4.1) is piecewise polyhedral.

### 4.2 Fused lasso

The fused lasso problem, which was proposed for group variable selection [21,37,40], can be written as:

$$
\begin{equation*}
\min _{x \in \mathcal{R}^{n}} \frac{1}{2}\|A x-b\|^{2}+\mu_{1}\|x\|_{1}+\mu_{2}\|K x\|_{1} \tag{4.2}
\end{equation*}
$$

where $A \in \mathcal{R}^{m \times n}, b \in \mathcal{R}^{m}$, and $K \in \mathcal{R}^{(n-1) \times n}$ is given by

$$
K=\left(\begin{array}{cccccc}
-1 & 1 & & & \\
& -1 & 1 & & & \\
& & \cdots & \cdots & \\
& & & & -1 & 1
\end{array}\right)
$$

The model (4.2) can be reformulated as

$$
\begin{equation*}
\min _{x \in \mathcal{R}^{n}} \max _{y \in \mathcal{R}^{m}} f(x)+h(x)+\langle K x, y\rangle-g(y), \tag{4.3}
\end{equation*}
$$

where $f(x)=\mu_{1}\|x\|_{1}, h(x)=\frac{1}{2}\|A x-b\|^{2}, g(y)=\delta_{\mathcal{B}_{\infty}}\left(\frac{y}{\mu_{2}}\right)$ and $\delta_{\mathcal{B}_{\infty}}(\cdot)$ is the indicator function of the ball $\mathcal{B}_{\infty}=\left\{y:\|y\|_{\infty} \leq 1\right\}$. Then the KKT mapping for this model (4.3) is

$$
R(u):=\binom{x-\operatorname{prox}_{f}\left(x-A x+b-K^{*} y\right)}{y-\Pi_{\mu_{2} \mathcal{B}_{\infty}}(y-K x)}, \quad \forall u \in \mathcal{U}
$$

Since $f$ is piecewise linear, according to Proposition 2, $\operatorname{prox}_{f}(\cdot)$ is piecewise linear. By recalling that $\mathcal{B}_{\infty}$ is a polyhedral set, Proposition 2 implies that $\Pi_{\mathcal{B}_{\infty}}(\cdot)$ is piecewise linear. Therefore, $R$ is piecewise polyhedral and so is $R^{-1}$ [15].

### 4.3 TV- $\ell_{2}$ image restoration

Many image processing problems involve two regularized terms such as tomography reconstruction, where nonnegative constraint and total variation regularization appear. Consider the following constrained TV- $\ell_{2}$ image restoration problem $[6,14,18,26]$

$$
\begin{equation*}
\min _{x \in \mathcal{B}}\||K x|\|_{1}+\frac{\rho}{2}\|A x-b\|^{2}, \tag{4.4}
\end{equation*}
$$

where $b \in \mathcal{R}^{n}$ is the observed image, $A$ is a blur operator, $K$ is the discrete gradient operator [34] in order to promote sparsity, $(|z|)_{i}:=\sqrt{\left(z_{1}\right)_{i}^{2}+\left(z_{2}\right)_{i}^{2}}, i=1,2, \ldots, n$ where $z=\left(z_{1}, z_{2}\right) \in \mathcal{R}^{n} \times \mathcal{R}^{n}, \mathcal{B}=[0,1]^{n}$, and $\rho$ is a positive parameter for balancing the data-fidelity and TV regularization. $n=n_{1} \times n_{2}$ is the total number of pixels, where $n_{1}$ and $n_{2}$ are the numbers of pixels in the horizontal and vertical directions, respectively. Note that the model (4.4) can be reformulated as the following saddle point problem

$$
\begin{equation*}
\min _{x \in \mathcal{R}^{n}} \max _{y \in \mathcal{R}^{n} \times \mathcal{R}^{n}}\left\{\delta_{\mathcal{B}}(x)+\frac{\rho}{2}\|A x-b\|^{2}+\langle K x, y\rangle-\delta_{\mathcal{B}_{\infty}}(y)\right\} . \tag{4.5}
\end{equation*}
$$

Clearly, (4.5) is the special case of (1.1) with $f(x)=\delta_{\mathcal{B}}(x), g(y)=\delta_{\mathcal{B}_{\infty}}(y)$, and $h(x)=\frac{\rho}{2}\|A x-b\|^{2}$. Then the KKT mapping for this model (4.4) is

$$
R(u):=\binom{x-\Pi_{\mathcal{B}}\left(x-A x+b-K^{*} y\right)}{y-\Pi_{\mathcal{B}_{\infty}}(y-K x)}, \quad \forall u \in \mathcal{U} .
$$

Similarity, we can conclude that both $R$ and $R^{-1}$ are piecewise polyhedral.

## 5 Numerical experiments

In this section, we firstly show that the larger stepsizes presented in assumption (IIIa) for AFBA result in better performance on fused lasso model. Then we show the linear convergence rate results of Condat-Vu, PDFP and AFBA. All codes were written by MATLAB R2016a and all the numerical experiments were conducted on a personal computer with a 2.20 GHz i 7 processor and a 16 GB memory.

Consider the fused lasso model (4.2). In this simulation, we use the same setting as [39]. The entries of $A$ are generated by the standard Gaussian distribution $\mathcal{N}(0,1)$ and $b$ is obtained by $b=A x+\rho e$, where $e$ is a standard distributed Gaussian noise and $\rho=$ 0.01 . The parameters are set as $\mu_{1}=20$ and $\mu_{2}=200$. Each entry of the initial point $\left(x^{0}, y^{0}\right)$ is independently generated from $\mathcal{N}(0,1)$. Recall that the $n-1$ eigenvalues of $K K^{*}$ can be analytically computed as $2-2 \cos (i \pi / n), i=1,2, \cdots, n-1$.

We firstly show the advantage of larger range of acceptable parameters in AFBA. For AFBA with $\tau \sigma L^{2}+\sqrt{\tau \sigma L^{2}}+\tau L_{h} / 2<1$, we set $\lambda:=\tau \sigma$ as $1 / 16$ and $\tau=$ $2\left(0.99-\tau \sigma L^{2}-\sqrt{\tau \sigma L^{2}}\right) / L_{h}$, whereas we set $\lambda=1 / 4$ and $\tau=1.9 / L_{h}$ for AFBA with larger stepsizes. The stopping criterion is set as $\left\|u^{k}-u^{k+1}\right\| /\left\|u^{k}\right\| \leq 10^{-5}$. The optimal solution $\hat{u}$ are obtained by running these methods for 10,000 iterations. Define Error : $=\left\|u^{k}-\hat{u}\right\|_{G_{\iota}}^{2}, \iota \in\{\mathrm{I}, \mathrm{II}, \mathrm{III}\}$ and Error converges Q-linearly according to Theorem 2. We run 5 groups of problems and report the average performances including the computing time in seconds (Time), iteration number (Iter.) and Error in Table 1.

Table 1 Comparisons for different stepsizes in AFBA on fused lasso

| $r$ | $n$ | $\tau \sigma L^{2}+\sqrt{\tau \sigma L^{2}}+\tau L_{h} / 2<1$ |  |  | $\tau \sigma L^{2}<1, \tau L_{h}<2$ |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | Time | Iter. | Error |  | Time | Iter. | Error |  |
| 25 | 500 | 1.36 | 695 | $1.98 \mathrm{e}-04$ |  | 0.08 | 218 | $1.60 \mathrm{e}-05$ |
| 50 | 1000 | 4.92 | 930 | $2.15 \mathrm{e}-04$ |  |  | 0.60 | 301 |
| 75 | 1500 | 39.52 | 2063 | $4.06 \mathrm{e}-04$ |  | 5.60 | 722 | $2.51 \mathrm{e}-04 \mathrm{e}-04$ |
| 100 | 2000 | 121.48 | 3111 | $1.22 \mathrm{e}-03$ |  |  | 20 | 1160 |
| 200 | 4000 | 280.58 | 3416 | $4.08 \mathrm{e}-04$ |  |  | 37.63 | 1011 |



Fig. 1 Numerical experiments for fused lasso (4.2)

As to the linear convergence of these three methods, we set $r=100$ and $n=2000$. For Condat-Vu (1.4), the product $\lambda$ is set as $1 / 8$ and $\tau=2\left(0.99-\lambda L^{2}\right) / L_{h}$. As to $\operatorname{PDFP}$ (1.5), we set $\lambda=1 / 4$ and $\tau=1.9 / L_{h}$. For AFBA (1.6), we set $\lambda=1 / 4$ and $\tau=1.9 / L_{h}$ for better performance. We plot the performance of Error with respect to iteration number and computing time in Fig. 1.

According to Table 1, the larger range of acceptable parameters results in much better performance. Figure 1 (left) shows that 'Error' of these methods converges to zero at a linear rate. Moreover, after running same iteration number, AFBA has the same performance with PDFP, which is better than Condat-Vu. From Fig. 1 (right), after executing same computing time, we can observe that AFBA outperforms PDFP, which performs better than Condat-Vu.

## 6 Conclusions

In this paper, we provide unified convergence analysis to establish global convergence and the linear convergence rate of a class of primal-dual algorithms such as Condat-Vu, PDFP and AFBA for solving saddle point problems. With a mild calmness condition of the KKT mapping, which naturally holds for many convex models in practical applications, we have established the Q-linear convergence of the distance between the current iterate and the solution set, and the R-linear convergence of the noner-
godic iterates for Condat-Vu, PDFP and AFBA. Since Chambolle-Pock, $\mathrm{PDFP}^{2} \mathrm{O}$ and PAPC are special cases of these algorithms, the global convergence and linear rates of Chambolle-Pock, $\mathrm{PDFP}^{2} \mathrm{O}$ and PAPC will also follow immediately.
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