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Abstract— We explicitly construct Lyapunov functions for
rapidly time-varying nonlinear systems. The Lyapunov func-
tions we construct are expressed in terms of oftentimes more
readily available Lyapunov functions for the limiting dynamics
which we assume are globally asymptotically stable. This leads
to new sufficient conditions for global exponential, global
asymptotic, and input-to-state stability of fast time-varying
dynamics. We apply our results to two examples.

Index Terms— time-varying systems, input-to-state stability,
Lyapunov function constructions

I. INTRODUCTION

The stabilization of nonlinear nonautonomous systems and
the construction of their Lyapunov functions are challenging
problems that are of significant ongoing interest [8], [10],
[17], [18]. One popular approach to guaranteeing stability of
nonautonomous systems is the so-called averaging method
in which exponential stability of an appropriateautonomous
system implies exponential stability of the original dynamics
when the time variation is sufficiently fast. See [7] for related
results and [11] where the fast time-varying hypothesis is
replaced by a homogeneity condition.

The preceding results were extended to more general
rapidly time-varying systems of the form

ẋ = f(x, t, αt), x ∈ Rn, t ∈ R, α > 0 (1)

in [12], where the (local) exponential stability of (1) was
proven for large constantsα > 0 under appropriate regularity
conditions, assuming that a suitable limiting dynamic

ẋ = f(x, t) (2)

for (1) is exponentially stable. This generalized a result from
[6, pp. 190-5] on a restricted class of systems (1) satisfying
certain periodicity or almost periodicity conditions. (See also
[13] for related results forslowly time-varying systems.) The
main arguments of [12] use (partial) averaging but do not
lead to explicit Lyapunov functions for (1).

In this note, we pursue a very different approach. Instead
of averaging, we explicitly construct a family of Lyapunov
functions for (1) that are expressed in terms of more readily
available Lyapunov functions for the limiting dynamics (2),
which we again assume is asymptotically stable. In addition,
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while [12] assumes (2) isexponentiallystable, we allow
cases where (2) is merely uniformly globally asymptoti-
cally stable (UGAS), in which case we conclude that (1)
is UGAS (but not necessarily exponentially stable) when
α > 0 is sufficiently large. While global exponential and
global asymptotic stabilities are equivalent forautonomous
systems under a coordinate change in certain dimensions,
the coordinate changes are not explicit and so do not lend
themselves to explicit Lyapunov function constructions [5].

In particular, we show that assumptions similar to those
of [12, Theorem 3] imply that (1) is globally (rather than
merely locally) exponentially stable; our Lyapunov function
constructions are new even in this particular exponential
stability case, and our results complement [12]. Moreover,
the Lyapunov functions we construct are also input-to-state
stable (ISS) or integral ISS Lyapunov functions for the
rapidly time-varying control system

ẋ = f(x, t, αt) + g(x, t, αt)u (3)

under appropriate conditions onf andg; see Remark 12.
In Section II, we provide the relevant definitions and

lemmas. In Section III, we present our sufficient conditions
for global asymptotic and exponential stability of (1), and
for the stability of (3), in terms of appropriate limiting
dynamics (2). This leads to our explicit construction of
Lyapunov functions for (1) and (3) in terms of our Lyapunov
functions for (2), in Corollary 10. We prove the sufficiency
of our criteria in Section IV, and we illustrate our results in
Section V using two examples. We close in Section VI by
summarizing our findings.

II. ASSUMPTIONS, DEFINITIONS, AND LEMMAS

We study (1) (which includes dynamics (2) with noα
dependence, as special cases) in which we always assume
f is continuous in timet ∈ R := (−∞,+∞), continuously
differentiable (C1) in x ∈ Rn, null at x = 0 meaning

f(0, t, αt) = f(0, t) = 0 ∀t ∈ R, α > 0 (4)

and forward complete, i.e., for eachα > 0, xo ∈ Rn, and
to ∈ R≥0 := [0,∞) there exists a unique trajectory[t0,∞) 3
t 7→ φ(t; to, xo) for (1) (depending in general on the constant
α > 0) that satisfiesx(to) = xo. We setN = {1, 2, 3, . . .}.

We use the following additional definitions. We say that
N : R≥0 → R≥0 is of classM and writeN ∈M provided

lim
η→+∞

ηN(η) = 0. (5)

A continuousδ : R≥0 → R≥0 is positive definiteprovided
it is zero only at zero. A positive definiteδ is of classK



(written δ ∈ K) provided it is strictly increasing; ifδ is also
unbounded, then we sayδ is of classK∞ and writeδ ∈ K∞.
A continuousβ : R≥0×R≥0 → R≥0 is of classKL (written
β ∈ KL) provided (a)β(·, t) ∈ K∞ for all t ≥ 0, (b) β(s, ·)
is nonincreasing for alls ≥ 0, and (c) for eachs ≥ 0,
β(s, t) → 0 as t → +∞. We always assume there is a
ρ ∈ K∞ such that|f(x, t, αt)| ≤ ρ(|x|) everywhere.

We next define our stability properties for (2) but the same
definitions apply for (1) for any fixed choice of the constant
α > 0. We say that (2) isuniformly globally asymptotically
stable (UGAS)provided there existsβ ∈ KL such that

|φ(t; to, xo)| ≤ β(|xo|, t− to) if t ≥ to ≥ 0, xo ∈ Rn (6)

where | · | is the usual Euclidean norm andφ is the flow
map for (2), and we call (2)uniformly globally exponentially
stable (UGES)provided there exist constantsD > 1 and
λ > 0 such that (6) is satisfied with the choice

β(s, t) = Dse−λt. (7)

Recall that (2) is UGAS if and only if it has a(strict)
Lyapunov function, i.e., aC1 functionV that admitsδ3 ∈ K
andδ1, δ2 ∈ K∞ such that for allt ∈ R≥0 andξ ∈ Rn,

(L1) δ1(|ξ|) ≤ V (ξ, t) ≤ δ2(|ξ|) and

(L2) Vt(ξ, t) + Vξ(ξ, t) f(ξ, t) ≤ −δ3(|ξ|),
where subscripts onV denote partial gradients [2]. When (2)
is also UGES, the proof of [7, Theorem 4.14] shows:

Lemma 1:Assume (2) satisfies the UGES condition (6)-
(7) for some constantsD > 1 and λ > 0 and that there
existsK > λ such that|(∂f/∂ξ)(ξ, t)| ≤ K for all ξ ∈ Rn

and t ∈ R≥0. Then (2) admits a Lyapunov functionV and
constantsc1, c2, c3 > 0 such that

c1|ξ|2 ≤ V (ξ, t) ≤ c2|ξ|2 , |Vξ(ξ, t)| ≤ c3|ξ|
and Vt(ξ, t) + Vξ(ξ, t)f(ξ, t) ≤ −|ξ|2

(8)

hold for all t ∈ R≥0 andξ ∈ Rn.
Remark 2:We can choose the constantc3 in (8) to be

c3 =
4D(Θ− 1)
(K − λ)

, where Θ = (
√

2D)K/λ−1. (9)

This also follows from the proof of Lemma 1 in [7].
Motivated by Lemma 1, we find it convenient to use the

following compatibility condition for UGAS systems (2):
Definition 3: Given δ ∈ K, the dynamics (2) is calledδ-

compatibleprovided it admits a Lyapunov functionV ∈ C1

and two constants̄c ∈ (0, 1), ¯̄c > 0 such that:

P1) Vt(ξ, t) + Vξ(ξ, t) f(ξ, t) ≤ −c̄ δ2(|ξ|) ∀ξ, t;
P2) |Vξ(ξ, t)| ≤ δ(|ξ|) and |f(ξ, t)| ≤ δ(|ξ|/2) ∀ξ, t;
P3) δ(s) ≤ ¯̄c s ∀s ≥ 0.

Remark 4:Note the asymmetryin the bounds on|Vξ|
and |f | in P2). One easily checks that if (2) satisfies the
assumptions of Lemma 1, then it isδ-compatible with
δ(s) = (c3 + 2K)s. However, by varyingδ (including cases
where δ is bounded), one finds a rich class of non-UGES
δ-compatible dynamics as well; see e.g. Section V-A below.

We also consider nonautonomouscontrol systems

ẋ = F (x, t, u) (10)

which we always assume are continuous in all variables and
C1 in x with F (0, t, 0) ≡ 0, and whose solution for a given
control functionu ∈ U(:=all measurable locally essentially
bounded functions[0,∞) → Rm) and given initial con-
dition x(to) = xo we denote byt 7→ φ(t; to, xo,u). We
always assume (10) isforward complete, i.e., all trajectories
φ(·; to, xo,u) have domain[to,+∞). Later we specialize to
the case where (10) has the form (3). We next recall the
input-to-state stable (ISS) and integral input-to-state stable
(iISS) properties [14], [15]. Let|u|I denote the essential
supremum ofu ∈ U restricted to any intervalI ⊆ R≥0.

Definition 5: (a) We say that (10) isISS provided there
exist γ ∈ K∞ andβ ∈ KL for which

|φ(t; to, xo,u)| ≤ β(|xo|, t− to) + γ
(
|u|[to,t+to]

)
(11)

holds whent ≥ to ≥ 0, xo ∈ Rn, andu ∈ U . If in addition
β has the form (7), then we say that (10) isinput-to-state
exponentially stable (ISES). (b) We say that (10) isiISS
provided there existµ, γ ∈ K∞ andβ ∈ KL such that

µ(|φ(t; to, xo,u)|) ≤ β(|xo|, t− to) +
∫ to+t

to

γ(|u(s)|) ds

holds whent ≥ to ≥ 0, xo ∈ Rn, andu ∈ U .
The following Lyapunov function notions agree with the
usual ISS and iISS Lyapunov function definitions when (10)
is autonomous, because functionsχ ∈ K∞ are invertible.

Definition 6: Let V : Rn×R≥0 → R≥0 beC1 and admit
δ1, δ2 ∈ K∞ that satisfy (L1) above. (a) We callV an ISS
Lyapunov functionfor (10) provided there existχ, δ3 ∈ K∞
such that for allt ∈ R≥0, ξ ∈ Rn, andu ∈ Rm, we have:

|u| ≤ χ(|ξ|) ⇒ Vt(ξ, t) + Vξ(ξ, t) F (ξ, t, u) ≤ −δ3(|ξ|)

(b) We callV an iISS Lyapunov functionfor (10) provided
that there exist∆ ∈ K∞ and a positive definite function
ν : R≥0 → R≥0 such that

Vt(ξ, t) + Vξ(ξ, t) F (ξ, t, u) ≤ −ν(|ξ|) + ∆(|u|) (12)

for all t ∈ R≥0, ξ ∈ Rn, andu ∈ Rm.
Note thatν in (12) need notbe of classK. Since (10) has
an ISS Lyapunov function when it is ISS (by the argument
of [16]), the proof of [1, Theorem 1] shows that if (10) is
autonomous and ISS, then it is also iISS, but not conversely,
since e.g.ẋ = − arctan(x)+u is iISS but not ISS. The next
lemma follows from the arguments of [1], [4], [14], [16].

Lemma 7: If (10) admits an ISS (resp., iISS) Lyapunov
function, then it is ISS (resp., iISS).

III. THEORETICAL RESULT

We show that the main conditions of [12, Theorem 3]
ensure not just local exponential stability of the fast-varying
system (1), but also that the system is UGES. In fact, we
show the conditions imply

ẋ = f(x, t, αt) + u, x ∈ Rn, u ∈ Rn (13)



is ISES whenα > 0 is sufficiently large, but see Remark 12
below for results for more general control-affine systems (3).
Our main assumption will be the following generalization of
[12, Property 2]:There existδ ∈ K, a δ-compatible dynamics
(2), andN ∈ M (cf. condition (5) above)such that for all
x ∈ Rn, all r ∈ R, and sufficiently largeη > 0, we have∣∣∣∣∣
∫ r+ 1

η

r− 1
η

{
f(x, l, η2l)− f(x, l)

}
dl

∣∣∣∣∣ ≤ δ(|x|/2) N(η) (14)

of which [12, Property 2] is the special case whereδ(s) = 2s.
Two more advantages of our result are that (a) our result
also applies to cases where the limiting system (2) is UGAS
but not necessarily exponentially stable (cf. Section V-A
below) and (b) our proof provides explicit constructions for
Lyapunov functions for (13) (cf. Corollary 10 below).

Theorem 8:Consider a system (1). Assume there exist
δ ∈ K, a δ-compatible UGAS system (2), a constantηo > 0
andN ∈M such that (14) holds wheneverη ≥ ηo, x ∈ Rn

andr ∈ R. Assume there is a constantK > 1 such that:∣∣∣∂f
∂x (x, t)

∣∣∣ ≤ K ,
∣∣∣∂f
∂x (x, t, αt)

∣∣∣ ≤ K , and

|f(x, t, αt)| ≤ δ(|x|/2) ∀t ∈ R, x ∈ Rn, α > 0.
(15)

Then there is a constantα > 0 such that for all constants
α ≥ α, (1) is UGAS and (13) is iISS. If in additionδ ∈ K∞,
then (13) is ISS for all constantsα ≥ α. In the special case
where (2) is UGES, (1) is UGES for all constantsα ≥ α
and (13) is ISES for all constantsα ≥ α.

Remark 9:By (4), the condition|f(x, t, αt)| ≤ δ(|x|/2)
in (15) is redundant whenδ has the formδ(s) = rs for a
constantr > 0, sincer can always be enlarged.

IV. PROOF OF THEOREM 8 AND REMARKS

We first assume that (2) is UGAS andδ ∈ K∞, and
we prove the ISS property for (13) for largeα > 0. In
what follows, we assume all inequalities and equalities hold
wherever they make sense, unless otherwise indicated. Let
α = η2 with η ≥ ηo, u ∈ U , and x(t) be a trajectory for
(13) andu, with arbitrary initial condition. Set

z(t) = x(t) + R(x(t), t), where (16)

R(x, t) =

−η
2

∫ t

t−2/η

∫ t

s

{
f(x, l, η2l)− f(x, l)

}
dl ds.

(17)

Set p(t, l) = f(x(t), l, η2l) − f(x(t), l). With p so defined,
one easily checks (via Fubini’s Theorem, as was done e.g.
in [9], [10]) that for anyτ > 0 and t ≥ 0,

d

dt

∫ t

t−τ

∫ t

s

p(t, l) dl ds =

τp(t, t)−
∫ t

t−τ

p(t, l) dl +
∫ t

t−τ

∫ t

s

∂p

∂t
(t, l) dl ds

(18)

and
∣∣∣∣∫ t

t−τ

∫ t

s

p(t, l) dl ds

∣∣∣∣ ≤ τ2

2 max
t−τ≤l≤t

|p(t, l)|. (19)

Taking τ = 2/η, condition (18) multiplied through by−η/2
andf(x(t), t, η2t)− p(t, t) ≡ f(x(t), t) and (16) give

ż(t) = f(z(t), t) +
(
f(x(t), t)− f(z(t), t)

)
+ u

+η
2

∫ t

t−2/η

p(t, l) dl

−η
2

{∫ t

t−2/η

∫ t

s

(
∂f

∂x
− ∂f

∂x

)
dl ds

}
(f + u)

(20)

where we suppress the arguments(x(t), l, η2l) of ∂f/∂x and
(x(t), l) of ∂f/∂x and the arguments off(x(t), t, η2t) and
u(t), whenever this would not lead to confusion.

Let V , δ1, and δ2 satisfy the requirements P1)-P3) from
Definition 3 and (L1). By property P1) withξ = z(t) and
(20), the derivative ofV (z, t) along the trajectoriesz(t)
(which we denote simply bẏV in the sequel) satisfies

V̇ ≤ −c̄ δ2(|z(t)|) + Vξ(z(t), t)
(
f(x(t), t)− f(z(t), t)

)
+

η

2
Vξ(z(t), t)

∫ t

t−2/η

p(t, l) dl

−η

2
Vξ(z(t), t)

[∫ t

t−2/η

∫ t

s

(
∂f

∂x
− ∂f

∂x

)
dl ds

]
× (f + u) + Vξ(z(t), t)u.

We deduce from (14)-(16), (19), and P2) that

V̇ ≤ −c̄ δ2(|z(t)|) + Kδ(|z(t)|)|x(t)− z(t)|

+η
2 δ(|z(t)|)

∣∣∣∣∣
∫ t

t−2/η

p(t, l) dl

∣∣∣∣∣+ δ(|z(t)|) |u|

+η
2 (|f |+ |u|) δ(|z(t)|)

∫ t

t−2/η

∫ t

s

2K dl ds

≤ −c̄ δ2(|z(t)|) + Kδ(|z(t)|)|R(x(t), t)|

+η
2 δ(|z(t)|)N(η) δ(|x(t)|/2) + δ(|z(t)|) |u|

+ 2
η K δ(|z(t)|){δ(|x(t)|/2) + |u|}.

Moreover, (15), P2), and (19) give

|R(x(t), t)| ≤ η
2

∫ t

t−2/η

∫ t

s

|p(t, l)|dl ds

≤ 2
η δ(|x(t)|/2) .

(21)

Combining these inequalities and grouping terms gives

V̇ ≤ −c̄ δ2(|z(t)|) + δ(|z(t)|) |u|
+δ(|z(t)|)

(
4
η K + η

2N(η)
)
{δ(|x(t)|/2) + |u|} .

On the other hand, (16), (21), and P3) give

|z(t)| ≥ |x(t)| − |R(x(t), t)|
≥ |x(t)| − ¯̄c

η |x(t)| ≥ 1
2 |x(t)| (22)

whenη ≥ max{2¯̄c, ηo}. Sinceδ ∈ K, this gives

V̇ ≤
(
−c̄ + 4

η K + η
2N(η)

)
δ2(|z(t)|)

+
(

4
η K + η

2N(η) + 1
)

δ(|z(t)|)|u|.
(23)



Settingχ(s) = c̄
4δ(s/2), it then follows from (22) that

|u|∞ ≤ χ(|x(t)|) ⇒ |u|∞ ≤ χ(2|z(t)|)
⇒ V̇ ≤

(
− 3c̄

4 + 8
η K + ηN(η)

)
δ2(|z(t)|).

(24)

SettingV [α](x, t) := V (x+R(x, t), t), we see the derivative
V̇ = Vt(z, t) + Vξ(z, t)ż of V (z, t) along (16) satisfies

V̇ = V [α]
t (x, t) + V [α]

x (x, t) {f(x, t, αt) + u}. (25)

We deduce from property (5) ofN ∈M, (22), and (24) that
when theα’s (and so also theη’s) are sufficiently large,

|u| ≤ χ(|x|) ⇒
V [α]

t (x, t) + V [α]
x (x, t) [f(x, t, αt) + u] ≤ − c̄

2δ2(|x|/2)

andδ1(|x|/2) ≤ V [α](x, t) ≤ δ2(|x|+ 2δ(|x|/2)/η) by (21).
It follows that V [α] is an ISS Lyapunov function for (13),
so (13) is ISS for largeα, by Lemma 7, as claimed. The
UGAS conclusion is the special case whereu ≡ 0. To prove
the iISS assertion, we instead follow the preceding argument
up through (23) (which is valid since that part did use the
unboundedness ofδ) and then substitute the relation

δ(|z(t)|)|u| ≤ c̄

2
δ2(|z(t)|) +

1
2c̄
|u|2

into (23) and bound the resulting coefficient of|u| to
show thatV [α] is an iISS Lyapunov function for (13) for
sufficiently largeα (by again using (21) and (22) and taking
ν(s) = δ2(s/2)c̄/4 and ∆(s) = r̄s2 for a suitabler̄ > 0),
which implies that (13) is iISS for largeα, by Lemma 7.

We turn next to the special case where (2) is globallyex-
ponentiallystable. LetV satisfy the requirements of Lemma
1 above for (2), and letx(t) be any trajectory for (13) for
any controlu ∈ U starting atx(t0) = x0. Define z(t) by
(16)-(17). Arguing as before except with this newV gives
|R(x(t), t)| ≤ 2K

η |x(t)| and (25) satisfies (by P3) and (14))

V̇ ≤ −|z(t)|2 + c3|z(t)||u|
+c3 |z(t)|

(
4
η K2 + ¯̄c η

2 N(η)
)
{|x(t)|+ |u|}

≤
(
−1 + 8

η c3K
2 + ¯̄c ηc3N(η)

)
|z(t)|2

+c3|z(t)|
(

4
η K2 + ¯̄c η

2 N(η) + 1
)
|u|,

since|x(t)| ≤ 2|z(t)| for largeη as before. If we now define
χ̃ ∈ K∞ by χ̃(s) = s/{8(1 + c3)}, then we deduce as in
the UGAS case that ifη is large enough, and if|u|∞ ≤
χ̃(|x(t)|) for all t, then also|u|∞ ≤ χ̃(2|z(t)|) for all t and
V̇ ≤ −|z(t)|2/2 ≤ −V (z(t), t)/(2c2). This gives the decay
V (z(t), t) ≤ V (z(t0), t0)e−(t−to)/(2c2) (when t ≥ to), so
c1

4
|x(t)|2 ≤ c1|z(t)|2 ≤ V (z(t), t) ≤ c2|z(t0)|2e−

t−to
2c2 ,

so our estimate on|R(x(t), t)| and the form ofz(t) give

|x(t)| ≤
√

4c2
c1
|x(t0) + R(x(t0), t0)|e−

1
4c2

(t−to)

≤
√

4c2
c1

(
1 + 2K

η

)
|x(t0)|e−

1
4c2

(t−to).
(26)

We conclude as before that if (2) is UGES, then, whenα > 0
is large enough, (1) is also UGES and (by the proof of [16,
Lemma 2.14]) (13) is ISES, proving our theorem.

The preceding proof provides the following construction:
Corollary 10: Let the hypotheses of Theorem 8 hold for

some δ ∈ K and V ∈ C1 be a Lyapunov function for
(2) satisfying theδ-compatibility requirements for (2). Then
there is a constantα > 0 such that for each constantα > α,

V [α](ξ, t) :=

V

(
ξ −

√
α
2

∫ t

t− 2√
α

∫ t

s

{f(ξ, l, αl)− f(ξ, l)}dl ds, t

)
is a Lyapunov function for (1) and an iISS Lyapunov function
for (13). If in addition δ ∈ K∞, then V [α] is also an ISS
Lyapunov function for (13).

Remark 11:The decay requirement (5) onN ∈M from
Theorem 8 can be relaxed, as follows. We assume the flow
map φ of the limiting dynamics (2) satisfies the UGES
conditions (6)-(7) for someD > 1 andλ ∈ (0,K), whereK
satisfies (15), and we letV be as in Lemma 1. By Remark
2, our argument above shows that Theorem 8 remains true
for UGESf if its condition N ∈M is relaxed to

∃η? > 0 s.t. sup
η≥η?

ηN(η) <
K − λ

11D(Θ− 1)¯̄c
. (27)

A similar relaxation can be made in the more general UGAS
setting covered by our theorem.

Remark 12:The method we used in the proof of Theorem
8 can be used to prove the ISS property for (3) under ap-
propriate growth assumptions on the matrix-valued function
g : Rn × R × R → Rn×m. Clearly, some growth condition
on g is needed and linear growth ofg is not enough, since

ẋ = −x + xu

is not ISS. One way to extend our theorem to (3) is to add
the hypothesis thatg is C1 and that there is a constantco > 1
such that for allt ∈ R, x ∈ Rn, andα > 0,

||g(x, t, αt)|| ≤ co +
√

δ(|x|/2)

where || · || is the 2-norm onRn×m and δ ∈ K∞ satisfies
P1)-P3) for some Lyapunov functionV . Applying the first
part of the proof of Theorem 8 except with the new choice

χ(s) =
c̄ δ(s/2)

4{co +
√

δ(s/2)}
, (28)

we then conclude as before that (3) is ISS for sufficiently
large α > 0 (with the same ISS Lyapunov functionV [α]).
If instead δ ∈ K is bounded, then (3) is iISS whenα is
sufficiently large, by our earlier argument.

V. ILLUSTRATIONS

The following applications show how our results extend
the known results [7], [12]. In [12], the limiting dynamics (2)
are assumed to be UGES. However, in our first example, the
limiting dynamics are UGAS but not necessarily UGES. We
also apply our results to a friction model for a mass-spring
dynamics. In both examples, the limiting dynamics has a
simple explicit Lyapunov function so our constructions give
explicit Lyapunov functions for the original dynamics.



A. Application To a UGAS Dynamic That Is Not UGES

Consider this variant of the scalar example on [12, p.53]:

ẋ = f(x, t, αt) =
−σ1(x)[2 + sin(t + cos(σ2(x)))]{1 + 10 sin(αt)} (29)

whereσ1, σ2 : R → R areC1 functions such that

σ1 is odd, sup{|σ′1(x)|+ |σ1(x)σ′2(x)| : x ∈ R} < ∞,
σ1 ∈ K on [0,∞), and σ′′1 (s) ≤ 0 ∀s > 0 .

Using simple calculations, one checks the assumptions of
Theorem 8 using

f(x, t) := −σ1(x)[2 + sin(t + cos(σ2(x)))],
V (x, t) ≡ V̄ (x) :=

∫ x

0
σ1(s)ds,

δ(s) := 33σ1(2s), and N(η) := 60/η2 for large η.

This allows e.g.σ1(s) = σ2(s) = arctan(s) in which case
(2) is UGAS but not UGES because|ẋ(t)| ≤ 2π along
all of its trajectoriesx(t) and all t ≥ 0. Condition P1)
follows becauseσ1(2s) ≤ 2σ1(s) for all s ≥ 0, which holds
becauseσ′′1 (s) ≤ 0 for all s ≥ 0. Corollary 10 then gives the
following iISS Lyapunov function for (13) for largeα > 0:

V̄

(
ξ + 5

√
α σ1(ξ)

∫ t

t− 2√
α

∫ t

s
µ(ξ, l) sin(αl) dl ds

)
, (30)

whereµ(ξ, l) := 2+sin(l+cos(σ2(ξ))). In particular, this is
a Lyapunov function foṙx = f(x, t, αt), and it is also an ISS
Lyapunov function for (13) ifδ ∈ K∞. Our conditions on
the σi’s cannot be omitted even if (2) is UGES [12,§8.2].
For example, ifσ1(x) = x and σ2(x) = x2, then (2) is
UGES, but (29) is only shown to belocally exponentially
stable for largeα > 0 [12]. This does not contradict our
theorem because in that case (15) would be violated.

B. Friction Example

The following dynamical system arises in the control of
mechanical systems in the presence of friction. We consider
the one degree-of-freedom mass-spring system [3]

ẋ1 = x2

ẋ2 = −σ1(αt)x2 − k(t)x1 + u
−
{
σ2(αt) + σ3(αt)e−β1µ(x2)

}
sat(x2)

(31)

where x1 and x2 are the mass position and velocity, re-
spectively; σi, i = 1, 2, 3 denote positive time-varying
viscous, Coulomb, and static friction-related coefficients,
respectively;β1 is a positive constant corresponding to the
Stribeck effect;µ(·) is a positive definite function also related
to the Stribeck effect;k denotes a positive time-varying
spring stiffness-related coefficient; and sat(·) denotes any
continuous function having these properties:

(a) sat(0) = 0, (b) ξ sat(ξ) ≥ 0 ∀ξ ∈ R,

(c) lim
ξ→+∞

sat(ξ) = +1, (d) lim
ξ→−∞

sat(ξ) = −1 (32)

Here, we model the saturation differentiably as

sat(x2) = tanh(β2x2), (33)

whereβ2 is a large positive constant. Note for later use that
|sat(x2)| ≤ β2|x2| for all x2 ∈ R. We assume the friction

coefficients vary in time faster than the spring stiffness
coefficient so we restrict to cases whereα > 1.

Our precise assumptions on (31) are:k and theσi’s are
boundedC1 functions;µ has a globally bounded derivative;
and there exist a functionM : R≥0 → R≥0 : s 7→ M(s)
that is o(s) (i.e. M(s)/s → 0 as s → +∞) and constants
σ̃i, with σ̃1 > 0 and σ̃i ≥ 0 for i = 2, 3, such that∣∣∣∣∫ t2

t1

(σi(t)− σ̃i) dt

∣∣∣∣ ≤ M(t2 − t1), i = 1, 2, 3 (34)

for all t1, t2 ∈ R satisfying t2 > t1. Although theσi’s
are positive for physical reasons, we will not require their
positivity in the sequel. Clearly, (34) holds for constant
positive σi’s using σi ≡ σ̃i, but (34) also allows the
σi’s to take negative values on intervals of arbitrarily large
length; see Remark 14 below. We show (31) satisfies the
requirements of the version of our theorem from Remark 12
(with δ of the formδ(s) = rs) when (2) is given by

ẋ1 = x2

ẋ2 = −σ̃1x2 −
{
σ̃2 + σ̃3e

−β1µ(x2)
}

sat(x2)
−k(t)x1 ,

(35)

assuming the following additional condition whose physical
interpretation is that the spring stiffness is nonincreasing:

∃ko, k̄ > 0 s.t. ko ≤ k(t) ≤ k̄ and k′(t) ≤ 0 ∀t ≥ 0.

To this end, setS := σ̃1 + (σ̃2 + σ̃3)β2 and

V (x, t) = A(k(t)x2
1 + x2

2) + x1x2, (36)

whereA := 1 + 1/ko + [1 + S2/ko]/σ̃1. SinceAk̄ ≥ 1,

1
2
(x2

1 + x2
2) ≤ V (x, t) ≤ A2k̄(|x1|+ |x2|)2 (37)

for all x ∈ R2 and t ≥ 0. Also, sincek′ ≤ 0 everywhere,
the derivativeV̇ = Vt(x, t) + Vx(x, t)f(x, t) of V along
trajectories of (35) satisfies

V̇ ≤ Vx(x, t)f(x, t) = [2Ak(t)x1 + x2]x2 − [2Ax2 + x1]
×{σ̃1x2 +

[
σ̃2 + σ̃3e

−β1µ(x2)
]
sat(x2) + k(t)x1}

and therefore, by grouping terms, we also have

V̇ ≤ −k0x
2
1 − (2Aσ̃1 − 1)x2

2 + S|x1x2| (by (32)(b))

≤ −b|x|2 −
[

ko

2 x2
1 + (Aσ̃1 − 1/2)x2

2 − S|x1x2|
]

= −b|x|2 − ko

2

(
|x1| − S

ko
|x2|
)2

+
(

S2

2ko
+ 1

2 −Aσ̃1

)
x2

2

≤ −b|x|2, where b := min{ko/2, Aσ̃1 − 1/2}.

The preceding inequalities imply thatV/b is a Lyapunov
function for (35) satisfying the requirements of Lemma
1. The integral bound requirement (14) from our theorem
follows from (34) and the sublinear growth oftanh, since
the integral bound can be verified term by term. We conclude
from our earlier construction that forα > 0 sufficiently large,
(31) admits the ISS Lyapunov function

V [α](ξ, t) = V

(
ξ1, ξ2 +

√
α
2

∫ t

t− 2√
α

∫ t

s

Γα(l, ξ) dl ds, t

)



whereV is the Lyapunov function (36) for (35) and where

Γα(l, ξ) := {σ1(αl)− σ̃1}ξ2 + µα(l, ξ) tanh(β2ξ2) (38)

µα(l, ξ) := σ2(αl)− σ̃2 + (σ3(αl)− σ̃3)e−β1µ(ξ2) (39)

so (31) is ISS for large enoughα > 0, by Remark 12.
Remark 13:The preceding construction simplifies consid-

erably ifσ2 andσ3 in (31) are positive constants. In that case,
the limiting dynamics (2) can be taken to be

ẋ1 = x2

ẋ2 = −σ̃1x2 −
{

σ2 + σ3e
−β1µ(x2)

}
sat(x2)− k(t)x1

and the ISS Lyapunov function for (31) becomes

V

(
ξ1, ξ2

(
1 +

√
α
2

∫ t

t− 2√
α

∫ t

s

{σ1(αl)− σ̃1}dl ds

)
, t

)
with V defined by (36), since theµα(l, ξ) tanh(β2ξ2) term
in the differencef − f is no longer present in the CLF.

Remark 14:We show that hypothesis (34) with̃σ1 > 0
allows σ1 to take negative values on intervals of arbitrarily
large length. We first introduce the setsD = {±2j : j ∈ N},
J = {s ∈ R : ∃j ∈ N s.t. |s| ∈ [2j , 2j+1]}, and the intervals
I−j := [2j − 2−j , 2j ] and I+

j = [2j + 1, 2j + 2−j + 1] for
j ∈ N. Define the even continuous function

σ1(s) :=


−1, s ∈ J

−2j+1(|s| − 2j)− 1, |s| ∈ I−j , j ∈ N
2j+1(|s| − 2j − 1)− 1, |s| ∈ I+

j , j ∈ N
1, otherwise

Thenσ1 ≡ 1 outside a small neighborhood ofJ , andσ1 is
affine on the intervalsI±j .

Using the indicator functionχJ (defined to be1 on J and
0 otherwise) and Lebesgue measureλ, and lettingI denote
the set of all intervals inR, we get∫ ∞

−∞
(1− χJ)|σ1(s)− 1|ds = 4

∞∑
j=1

2−j = 4

so the left side of (34) withi = 1 and σ̃1 = 1 is at most

2
∫ t2

t1
χJ(s) ds + 4 = 2λ([t1, t2] ∩ J) + 4 ≤

2 supI∈I{λ(I ∩ J) : λ(I) ≤ t2 − t1}+ 4 =: M(t2 − t1).

With M so defined and# denoting cardinality, we have

M(s)
s

=
2
s

{
2 + sup

I∈I
{λ(I ∩ J) : λ(I) ≤ s}

}
≤ 2

s

{
2 + sup

I∈I
{#{I ∩ D} : λ(I) ≤ s}

}
≤ 4

s
{2 + log2(s + 1)} → 0 as s → +∞ (40)

(since for anyI ∈ I with λ(I) ≤ s, and anyl, r ∈ N,
if 2r, 2r+1, . . . , 2r+l ∈ D ∩ I, then 2r+l − 2r ≤ s, hence
l ≤ log2(s2−r +1) ≤ log2(s+1), which gives the inequality
in (40)), soσ1 satisfies (34) with̃σ1 = 1.

VI. CONCLUSION

We showed that assumptions similar to those of [12,
Theorem 3] are sufficient for global (rather than just lo-
cal) exponential stability of rapidly time-varying nonlinear
systems. Further, we extended [7], [12] by establishing
global asymptotic (but not necessarily exponential) stability
of the fast time-varying dynamics under milder conditions on
the limiting dynamics, and by constructing strict Lyapunov
functions for fast time-varying systems in terms of Lyapunov
functions for the limiting dynamics. Our results complement
those of [12]. Our Lyapunov function constructions are new
even in the special case where the dynamics are exponentially
stable, and are also input-to-state stable Lyapunov functions
when the fast-varying dynamics are control affine, under
appropriate conditions on the vector fields defining the
systems. We illustrated the applicability of our methods using
a friction control example.
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