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ABSTRACT. This paper focuses on a classic optimization problem for an insurance firm in the presence of friction. In particular, we investigate the combined regular-singular control problem in the context of jump diffusions. Of interest to us is the situation in which the company desires to balance its dividend policy and risk exposure. We describe this situation and apply our result to a specific example.

1. Introduction

The problems of combined control of dividends and risk of an insurance firm, as well as portfolio optimization in the presence of transaction costs have preoccupied many authors, for instance [1, 2, 3, 5, 6]. A more complex challenge for a typical insurance company is that of determining an optimal dividend policy in the presence of friction and simultaneously controlling the level of risk exposure. In such a case the firm is confronted with a mixed stochastic control problem which entails determining the optimal combined dividend and proportional reinsurance policy. Our goal is to investigate this latter problem using the combined regular and singular stochastic control theory.

In particular, we consider the jump diffusion case of the generalized combined regular and singular control problem. Risk control action consists in reinsuring a proportion of the incoming claims the insurance firm is contractually obliged to pay. This practice requires the insurance company to divert a certain percentage of the premiums to the reinsurance company.

We begin the discussion by placing the problem within its proper mathematical framework in Section 2, followed by our main result in Section 3. The final section includes an example on the application of the theory of generalized regular and singular control in the context of jump diffusions. The interested reader will find [4, 7] to be extremely helpful, the former providing a good background, while the latter is the main thrust. This work distinguishes itself from others (for instance [5, 6]), both in the reinsurance strategy chosen and the material in Section 4 which addresses a peculiar scenario.
2. Background and Problem Formulation

Let \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, P)\) be a stochastic basis and \(\{B_t\}_{t \geq 0}\) a 1-dimensional standard Brownian motion with respect to \(\mathcal{F}_t\).

Assume that if there are no interventions a stochastic process \(\{X_t\}\) evolves according to the following equation [7]:

\[
dX_t = \eta(t, X_t)dt + \beta(t, X_t)dB_t + \int_{\mathbb{R}} h(t, X_t - , z) \tilde{N}(dt, dz);
\]

\[
X_0 = x > 0,
\]

where \(\eta, \beta\) and \(h\) are Borel measurable real-valued functions. Let \(H\) be the set of all real-valued bounded functions such that Equation (2.1) has a unique strong solution. Here, \(\tilde{N}(dt, dz)\) is a compensated Poisson random measure given by

\[
\tilde{N}(dt, dz) = N(dt, dz) - dtv(dz);
\]

where \(v(.)\) is Lévy measure associated with the Poisson random measure \(N(., .)\).

Now, suppose that we consider harvesting from the system described by Equation (2.1). Then the dynamics of the process \(\{X_t\}_{t \geq 0}\) are governed by

\[
dX_t = \eta(t, X_t)dt + \beta(t, X_t)dB_t + \int_{\mathbb{R}} h(t, X_t - , z) \tilde{N}(dt, dz)
\]

\[
-(1 + \delta)dL_t; \quad X_0 = x > 0,
\]

where \(L_t\) represents the total amount of resources harvested from the system up to time \(t\), \(0 \leq \delta \leq 1\) and \(L_t\) is right continuous, nonnegative, and \(\mathcal{F}_t\) adapted.

If \(L = 0\), the time-state process \((t, X(t))\) is a jump diffusion whose generator on \(C_b^2(\mathbb{R}^2)\) coincides with the integro-differential operator \(\mathcal{L}\) given by

\[
\mathcal{L}\phi(s, x) = \frac{\partial \phi}{\partial s}(s, x) + \eta(s, x) \frac{\partial \phi}{\partial x}(s, x) + \frac{1}{2} \beta^2(s, x) \frac{\partial^2 \phi}{\partial x^2}
\]

\[
+ \int_{\mathbb{R}} \{\phi(s, x + h(s, x, z)) - \phi(s, x) - h(s, x, z) \frac{\partial \phi}{\partial x}(s, x)\} v(dz).
\]

Define the terminal time \(T\) by

\[
T = \inf\{t > s : (t, X_t) \notin S\} \leq \infty,
\]

where \(S\) is an open and connected subset of \(\mathbb{R}\). The terminal time \(T\) is the bankruptcy time.

Let \(\mathcal{A}\) be the set of all mixed regular-singular controls of the form \((\eta, \beta, h, L)\) such that Equation (2.1) has a unique strong solution. We call \(\mathcal{A}\) the set of admissible controls. Define the performance functional, \(J^{(\eta, \beta, h, L)}(s, x)\) by

\[
J^{(\eta, \beta, h, L)}(s, x) = E^{s, x} \left[ \int_s^T u(s + t, X(t))dt + \int_s^T \pi(s + t, X(t))dL_t \right]
\]

where \(E^{s, x}\) is the expectation with respect to the probability law \(P\).

In this case we impose the requirement that the utility rate \(u : \mathbb{R}^2 \to \mathbb{R}\) be continuous, non-decreasing and concave.
The problem is to find the function $\Phi$, and the optimal mixed control

$$(\eta^*, \beta^*, h^*, L^*) \in \mathcal{A}$$

such that

$$\Phi(s, x) = \sup_{(\eta, \beta, h, L) \in \mathcal{A}} J^{(\eta, \beta, h, L)}(s, x) = J^{(\eta^*, \beta^*, h^*, L^*)}(s, x).$$

(2.2)

3. Main Result

The central piece of this paper is the following theorem, and its proof.

**Theorem 3.1.** Assume that $\pi(t, \xi)$ is decreasing with respect to $\xi$ and for all $t$.

1. Suppose there exists a non-negative function $\phi \in C^2_b(S) \cap C(\bar{S})$ such that:
   
   (i) $\pi(t, x) - (1 + \delta) \frac{\partial \phi}{\partial x} \leq 0$ for all $(t, x) \in S$;
   
   (ii) $L \phi(t, x) \leq 0$ for all $(t, x) \in S$ and for all controls $\eta, \beta, h \in \mathcal{H}$;
   
   (iii) $E^{x, \eta, \beta, h} \left[ \int_0^T (\beta(t, X(t)) \nabla \phi(t, X(t))^2 + \int_\mathcal{R} |\phi(t, x + h)| - \phi(t, x)^2 \delta(dz))dt \right] < \infty$; and
   
   (iv) $\{\phi(t, X(t))\}_{t \leq T}$ is uniformly integrable for all $(t, x) \in S$.

Then

$$\phi(s, x) \geq \Phi(s, x) \text{ for all } (s, x) \in S.$$  

(3.1)

2. Define the non-intervention region $D$ by

$$D = \left\{ (t, x) \in S : \max\{\pi(t, x) - (1 - \delta) \frac{\partial \phi}{\partial x}, L \phi(t, x)\} \leq 0 \right\}.$$

Suppose also that for all $(t, x) \in \bar{D}$:

(v) $L \phi(t, x) = 0$

Moreover, suppose there exists a mixed control $\hat{v} = (\hat{\eta}, \hat{\beta}, \hat{h}, \hat{L}) \in \mathcal{A}$ such that

(vi) $(t, X^\hat{v}(t)) \in \bar{D}$ for all $t > s$

(vii) $\left( \frac{\partial \phi}{\partial x}(t, X^\hat{v}(t)) - \pi(t, x), \right) \frac{dL}{\delta}(\phi)(t) = 0$ where $i = 1, 2, ..., n$

(viii) $\Delta\phi(t_j, X^\hat{v}(t_j)) := \phi(t_j, X^\hat{v}(t_j)) - \phi(t_j, X^\hat{v}(t_j^-))$ at all jumping times $t_j \geq s$; and

(ix) $\lim_{R \to \infty} E^{x, \eta}_{\mathcal{R}}[\phi(T_R, X^\hat{v}(T_R^-))] = 0$, where

$$T_R = T \wedge R \wedge \inf\{t > s : |X^v(t)| \geq R\} \text{ for } R > 0.$$

Then

$$\phi(s, x) = \Phi(s, x) \text{ for all } (s, x) \in S$$

(3.2)

and

$$v^* := \hat{v} \text{ is an optimal combined regular-singular control}.$$

**Proof.** In view of the generalized Itô’s formula for semi-martingales (see for example [8], page 74, Theorem 33), and mindful of Equation (2.1) we obtain the
following:
\[
\phi(s + T_R, X(T_R)) - \phi(s, X(0)) = \int_0^{T_R} \left( \frac{\partial \phi}{\partial s}(s, x) + \frac{\partial \phi}{\partial x}(s, x) + \frac{1}{2} \beta^2(s, x) \frac{\partial^2 \phi}{\partial x^2} \right) dt + \int_0^{T_R} \left[ \phi(s, x + h(s, x, z)) - \phi(s, x) - h(s, x, z) \frac{\partial \phi}{\partial x}(s, x) \right] v(dz) dt,
\]
\[
= \int_0^{T_R} \beta(s, x) \frac{\partial \phi}{\partial x} dB(t) - (1 + \delta) \int_0^{T_R} \frac{\partial \phi}{\partial x} dL(t) + \int_0^{T_R} \int_0^t \phi(s, x + h(s, x, z)) - \phi(s, x) \tilde{N}(ds, dz)
+ \sum_{0 < t_j < T_R} \{ \phi(t_j, X_{t_j}) - \phi(t_j, X_{t_j}^-) - \Delta X_{t_j} (s+, x, z) \frac{\partial \phi}{\partial x}(s, x) \},
\]
where the sum is taken over all the jumping times \( t_j \in [0, T_R] \) and \( \Delta X_{t_j} = X_{t_j} - X_{t_j}^- \). Consequently, \( \phi(s + T_R, X(T_R)) - \phi(s, X(0)) \) represents jumps at \( t_j \), and similarly for \( \Delta \phi \). Applying Dynkin’s formula (see for example [7], page 12, Theorem 1.24) to Equation (3.3), we get:
\[
E^{s,x}[\phi(s + T_R, X(T_R))] = \phi(s, x) + E^{s,x} \left[ \int_0^{T_R} \mathcal{L}\phi(t, x) dt - \int_0^{T_R} u dt - \int_0^{T_R} \frac{\partial \phi}{\partial x} dL(t) \right] + E^{s,x} \sum_{0 < t_j < T_R} \{ \phi(t_j, X_{t_j}) - \phi(t_j, X_{t_j}^-) - \Delta X_{t_j} (s+, x, z) \frac{\partial \phi}{\partial x}(s, x) \}.
\]
From condition 1(ii) we obtain
\[
E^{s,x}[\phi(s + T_R, X(T_R))] \leq \phi(s, x) - E^{s,x} \left[ \int_0^{T_R} u dt + \int_0^{T_R} \frac{\partial \phi}{\partial x} dL(t) \right]
+ E^{s,x} \sum_{0 < t_j < T_R} \{ \phi(t_j, X_{t_j}) - \phi(t_j, X_{t_j}^-) - \Delta L(t_j) \frac{\partial \phi}{\partial x}(s, x) \},
\]
where \( \Delta L(t_j) = L(t_j) - L(t_j^-) \). Consequently,
\[
E^{s,x}[\phi(s + T_R, X(T_R))] \leq \phi(s, x) - E^{s,x} \left[ \int_0^{T_R} u dt + \int_0^{T_R} \frac{\partial \phi}{\partial x} dL^c(t) \right]
+ E^{s,x} \sum_{0 < t_j < T_R} \{ \phi(t_j, X_{t_j}) - \phi(t_j, X_{t_j}^-) \}.
\]

(3.4)
where $L^c(t)$ is the continuous part of $L(t)$ defined by
$$L^c(t) = L(t) - \sum_{0 < t_j < t} \Delta L(t_j).$$

Applying the mean value theorem on the two terms under the summation in (3.5) we obtain
$$\Delta \phi(t_j, X_{t_j}) = -\frac{\partial \phi}{\partial x}(s + t_j, \bar{X}_{t_j}) \Delta L(t_j) \quad (3.6)$$
for some point $\bar{X}_{t_j}$ joining the two points $X_{t_j-}$ and $X_{t_j}$.

From equation 3.6 and condition (i) of Theorem (3.1) we see that
$$\phi(s, x) \geq E^{s,x} \left[ \int_0^{T_R} u dt + \int_0^{T_R} \pi(s + t) dL(t) + \phi(s + T_R, X^L(T_R)) \right]. \quad (3.7)$$
Letting $R \to \infty$ in (3.7) we obtain
$$\phi(s, x) \geq \lim_{R \to \infty} \sup_{E^{s,x}} \left[ \int_0^{T_R} u dt + \int_0^{T_R} \pi(s + t) dL(t) \right] \geq J^L(s, x). \quad (3.8)$$
This proves the requirement (3.1) for an arbitrarily chosen $L(t)$.

Equality in Equations (3.6), (3.7), and (3.8) follows in view of conditions (iv), (v) and (vi) and upon replacing $L(t)$ by $L^*(t)$. Consequently,
$$\phi(s, x) = \lim_{R \to \infty} E^{s,x} \left[ \int_0^{T_R} u dt + \int_0^{T_R} \pi(s + t) dL(t) \right]. \quad (3.9)$$
Taken together, Equations (3.1) and (3.9) yield the condition in Equation (3.2). In particular, we see that
$$v^*$$
is an optimal combined regular singular control.

This completes the proof of Theorem 3.1. \hfill \Box

4. Application.

In this final section, we present a concrete situation in which the results from the preceding section are relevant.

Let $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, P)$ be a filtered probability space satisfying the usual conditions. Let $B(t)$ be a 1-dimensional standard Brownian motion with respect to $\{\mathcal{F}_t\}$.

Assume that the management of an insurance company is allowed to control the risk exposure of the firm by applying proportional reinsurance policy. Let $a(t)$ be the retention level, which is the fraction of all incoming claims that the firm will insure by itself. In addition, the company also applies a dividend policy. Suppose that if a dividend of magnitude $\delta x$ is paid out to shareholders, a transaction cost $\delta$ is incurred by the company as they process the dividends. Here $\delta \in (0, 1)$ is a constant of proportionality. Thus, if the total dividend paid out up to time $t$ is $L(t)$, the total transaction cost incurred is $\delta L(t)$.

Now suppose that as a result of applying the two dimensional policy, $c(t)$, given by
$$c(t) = (a(t), L(t)),$$
the liquid reserves, $X(t)$ at time $t$, of the insurance company evolve according to the following stochastic differential equation

$$dX(t) = \mu a(t) dt + \sigma a(t) dB(t) + \gamma a(t) \int_\mathbb{R} z \tilde{N}(dt, dz)$$

$$- (1 + \delta) dL(t), \quad X(0) = x > 0,$$  

(4.1)

where $L(t)$ is the cumulative dividend paid out up to time $t$ and $0 < \delta < 1$ is as explained above. Note that $\mu$ and $\sigma$ are positive constants and $\tilde{N}(\cdot, \cdot) = N(dt, dz) - v(dz)dt$ is a compensated Poisson random measure with Lévy measure $v$. It is also assumed that $\gamma z < 0$.

Define the performance functional $J$, by

$$J^c(x) := E \left[ \int_0^\tau e^{-\rho t} X^c(t) dL(t) \right],$$

where $\{X(t)\}$ is a solution of 4.1, $\tau$ is a stopping time given by

$$\tau = \inf \{ t : X(t) \leq 0 \} \quad \text{(time to bankruptcy)},$$

$\rho > 0$ is a discount factor, $0 < \alpha \leq 1$ and $E[\cdot]$ denotes expectation with respect to probability law $P$.

**Problem.** We seek the optimal combined control $c^* := (a^*(t), L^*(t))$ and the function $V(x)$ such that

$$V(x) = \sup_{c \in \mathcal{A}} J^c(x) = J^{c*}(x)$$

where $\mathcal{A}$ is the space of all admissible policies $c(t)$.

**Solution.** We apply Theorem (3.1) to solve the above problem.

In view of the problem represented by (2.2) we observe that

$$\eta(t, X_t) = \mu a(t), \quad \beta(t, X_t) = \sigma a(t), \quad h(t, X_t, z) = \gamma a(t)z$$

where $\mu, \sigma, \gamma$ are given constants and $0 \leq a(t) \leq 1$.

Next, let us find the function $V$ and the optimal control $c^*$. The following fact will be instrumental.

**Lemma 4.1.** If $dL(t) = 0$, the function $V$ satisfies the following Hamilton-Jacobi-Bellman equation

$$\max_{a \in [0,1]} \left[ \frac{\partial V}{\partial s}(s, x) + \mu a \frac{\partial V}{\partial x}(s, x) + \frac{1}{2} \sigma^2 a^2 \frac{\partial^2 V}{\partial x^2}(s, x) \right. \right.$$

$$\left. + \int_\mathbb{R} \{ V(s, x + \gamma az) - V(s, x) - \gamma az \frac{\partial V}{\partial x}(s, x) \} v(dz) \right] = 0$$

(4.2)

with initial condition

$$V(0) = 0.$$

(4.3)

In view of the above, we propose a candidate value function of the form

$$V(s, x) = e^{-\alpha s} f(x).$$
In this case, Equation (4.2) can be expressed as
\[
\max_{a \in [0,1]} \left[ -\rho f(x) + \mu a f'(x) + \frac{1}{2} \sigma^2 a^2 f''(x) + \int_{\mathbb{R}} \{f(x + \gamma az) - f(x) - \gamma af'(x)\} v(dz) \right] = 0. \tag{4.4}
\]

From Equation (4.4), we observe that the first order condition for the optimal control \( a := \hat{a} \) is given by
\[
\mu f'(x) + \sigma^2 \hat{a} f''(x) + \int_{\mathbb{R}} \{f'(x + \gamma \hat{a} z) - f'(x)\} \gamma z v(dz) = 0. \tag{4.5}
\]

Now let us choose \( f(x) = e^{rx} \) for some constant \( r \in \mathbb{R} \). Putting \( a = \hat{a} \) and \( V(s, x) = e^{-\rho x} e^{rx} \) into (4.2) we get
\[
g(r) := -\rho + \mu \hat{a} r + \frac{1}{2} \sigma^2 \hat{a}^2 r^2 + \int_{\mathbb{R}} \{e^{r \hat{a} z} - 1 - r \gamma \hat{a} z\} v(dz) = 0.
\]

Since \( g(0) = -\rho < 0 \) and
\[
\lim_{r \to -\infty} g(r) = \lim_{r \to -\infty} g(r) = \infty,
\]
we observe that the equation \( g(r) = 0 \) has two distinct real solutions \( r_1 = r_1(a), r_2 = r_2(a) \) such that
\[
r_2(a) < 0 < r_1(a).
\]

It follows that the solution to (4.2)-(4.3) is
\[
C(e^{r_1 x} - e^{r_2 x}),
\]
where \( C \) is an arbitrary constant. As such, setting
\[
f(x) = C(e^{r_1 x} - e^{r_2 x})
\]
in (4.2) we conclude that the optimal proportional reinsurance policy \( a := \hat{a} \) is the solution, namely
\[
\mu [r_1(\hat{a}) e^{r_1(\hat{a})x} - r_2(\hat{a}) e^{r_2(\hat{a})x}] + \sigma^2 \hat{a} [r_1^2(\hat{a}) e^{r_1(\hat{a})x} - r_2^2(\hat{a}) e^{r_2(\hat{a})x}] + \int_{\mathbb{R}} \{r_1(\hat{a}) e^{r_1(\hat{a})(x + \gamma \hat{a} z)} - r_2(\hat{a}) e^{r_2(\hat{a})(x + \gamma \hat{a} z)} \gamma z v(dz) = 0.
\]

Next, let us consider the dividend control. To this end, for \( \alpha = -\frac{1}{2} \), the performance functional is given by
\[
J^{(u)}(s, x) := E \left[ \int_s^T e^{-\rho(s+t)} (X(t))^{-\frac{1}{2}} dL(t) \right].
\]

Now, we observe that if we apply the “\textit{take the money and run}”-strategy, \( \hat{u} \), then all the resources are taken out immediately, and no reinsurance policy is applied, that is \( a^*(t) = 0 \). Such a strategy is described by
\[
\hat{u}(s) = \hat{L}(s) = (1 - \delta)x.
\]
The value function obtained from this strategy is
\[ \Phi(s, x) = e^{-\rho s} x^{-\frac{1}{2}}(1 - \delta)x = e^{-\rho s}(1 - \delta)\sqrt{x}; \quad x > 0. \]

This strategy is not likely to be optimal since it does not take into account the impact of transaction costs on total discounted gains, neither does it cater for the price increases as the resources diminish. The strategy also does not consider the benefits that accrue from reinsuring a proportion of the incoming claims.

Our choice of a candidate value function is inspired by a kind of "chattering strategy". To this end, we propose
\[ \phi(s, x) := \frac{2e^{-\rho s}}{1 + \delta} \sqrt{x} \tag{4.7} \]
as a possible value function.

We note that the function given in Equation (4.7) satisfies the conditions of Theorem 3.1.

Using the second-order integro-partial-differential operator
\[
\mathcal{L}\phi(s, x) = \frac{\partial\phi}{\partial s} + \mu a \frac{\partial\phi}{\partial x} + \frac{1}{2} \sigma^2 a^2 \frac{\partial^2\phi}{\partial x^2}
+ \int_{\mathcal{R}} \left\{ \phi(s, x + \gamma az) - \phi(s, x) - \gamma az \frac{\partial\phi}{\partial x} \right\} v(dz),
\]
we obtain
\[
\mathcal{L}\phi(s, x) = \frac{e^{-\rho s}}{1 + \delta} \left[ -2\rho x^{\frac{1}{2}} + \mu ax^{-\frac{1}{2}} - \frac{\sigma^2 a^2}{4} x^{-\frac{3}{2}} \right.
+ \int_{\mathcal{R}} \left\{ 2\sqrt{x} + \gamma az - 2x^{\frac{1}{2}} - \gamma ax^{\frac{1}{2}} \right\} v(dz) \bigg] \\
\leq \frac{e^{-\rho s}}{1 + \delta} \left[ -2\rho x^{\frac{1}{2}} + \mu ax^{-\frac{1}{2}} - \frac{\sigma^2 a^2}{4} x^{-\frac{3}{2}} \right.
+ \int_{\mathcal{R}} \left( 2\sqrt{x} - 2x^{\frac{1}{2}} - \gamma ax^{\frac{1}{2}} \right) v(dz) \bigg] \\
= \frac{e^{-\rho s}}{1 + \delta} \left[ -2\rho x^{\frac{1}{2}} + \mu ax^{-\frac{1}{2}} - \frac{\sigma^2 a^2}{4} x^{-\frac{3}{2}} \\
- \int_{\mathcal{R}} \gamma ax^{-\frac{1}{2}} v(dz) \right].
\]

We have applied the fact that \( \gamma z \leq 0 \) and \( a \in [0, 1] \). Thus
\[
\mathcal{L}\phi(s, x) \leq \frac{-2\rho e^{-\rho s}}{1 + \delta} x^{-\frac{3}{2}} \left[ x^2 - \frac{\mu a}{2\rho} x + \frac{\sigma^2}{8\rho} x + \int_{\mathcal{R}} \frac{\gamma az}{2\rho} v(dz) \right] \\
= \frac{-2\rho e^{-\rho s}}{1 + \delta} x^{-\frac{3}{2}} \left[ x^2 + \left( \int_{\text{mathcal{R}}} \frac{\gamma az}{2\rho} v(dz) - \frac{\mu a}{2\rho} \right) x + \frac{\sigma^2 a^2}{8\rho} \right].
\]

From the above, if
\[ \left( \int_{\mathcal{R}} \gamma z v(dz) - \mu \right)^2 \leq 2\rho a^2 \]
then \( \phi(x) = \Phi(x) \).
Putting 
\[ f(x) = \frac{2\sqrt{x}}{1 + \delta} \]
in (4.2) gives 
\[ \frac{\mu}{\sqrt{x}} - \frac{\sigma^2 \hat{a}}{2\sqrt{x}^3} \]
\[ + \int_{\mathcal{R}} \left\{ \frac{1}{\sqrt{x + \gamma a z}} - \frac{1}{\sqrt{x}} \right\} \gamma z v(dz) = 0. \tag{4.8} \]

In summary, the following is true:

**Theorem 4.2.** Suppose \( X^{(u)}(t) \) is given by Equation (4.1).

1. Assume that
\[ \left( \int_{\mathcal{R}} \gamma z v(dz) - \mu \right)^2 \leq 2\rho \sigma^2. \]
Then
\[ \Phi(s, x) := \frac{2e^{-\rho s}}{1 + \delta \sqrt{x}} \]
where \( \sigma \) and \( \rho \) are defined as before. This value is achieved in the limit if we apply the strategy \( \tilde{u}^{(m, n)} \) described above with \( \eta \to 0 \) and \( m \to \infty \), that is, by applying the policy of immediate chattering to \( 0 \).

2. If
\[ \left( \int_{\mathcal{R}} \gamma z v(dz) - \mu \right)^2 > 2\rho \sigma^2 \]
then the value function takes the form
\[ \Phi(s, x) = \begin{cases} 
  e^{-\rho s} A (e^{r_1 x} - e^{r_2 x}), & \text{for } 0 \leq x < x^* \\
  e^{-\rho s} \left( \frac{2}{1 + \delta \sqrt{x}} - \frac{2}{\delta \sqrt{x} + B} \right), & \text{for } x^* \leq x
\end{cases} \]
for some constants \( A > 0, B > 0 \) and \( x^* > 0 \) where \( r_1 \) and \( r_2 \) are the solutions of the equation
\[ -\rho + \mu a + \frac{1}{2} \sigma^2 a^2 r^2 + \int_{\mathcal{R}} \{ e^{r_1 a z} - 1 - r_1 az \} v(dz) = 0 \]
with \( r_2 < 0 < r_1 \) and \( |r_2| > r_1 \).

In conclusion, we have:

**Remark 4.3.** In both cases 1. and 2. of the above Theorem, the corresponding optimal dividend policy is the following:

(a) If \( x > x^* \) it is optimal to apply immediate chattering from \( x \) down to \( x^* \).

(b) If \( 0 < x < x^* \) it is optimal to apply the harvesting equal to the local time of the downward reflected process \( \tilde{X}(t) \) at \( x^* \).

Constants \( A, B \) and \( x^* \) can be determined using the principle of smooth fit at \( x^* \). The optimal reinsurance policy \( a^* := \hat{a} \) is determined by the solution of

(c) Equation (4) if \( x > x^* \).
\[
\begin{align*}
(d) \quad & \mu[r_1(\hat{a})e^{r_1(\hat{a})x} - r_2(\hat{a})e^{r_2(\hat{a})x}] + \sigma^2 \hat{a}[r_1^2(\hat{a})e^{r_1(\hat{a})x} - r_2^2(\hat{a})e^{r_2(\hat{a})x}] \\
& + \int_{\mathbb{R}} \{r_1(\hat{a})e^{r_1(\hat{a})(x+\gamma dz)} - r_2(\hat{a})e^{r_2(\hat{a})(x+\gamma dz)} - r_1(\hat{a})e^{r_1(\hat{a})x} - r_2(\hat{a})e^{r_2(\hat{a})x}\} \gamma_v(dz) = 0 \\
& \text{if } 0 < x < x^*. 
\end{align*}
\]
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