
Analysis Test Bank

November 15, 2006

The following topics should be reviewed for the Core-1 Analysis Comprehen-
sive Exam. Unless otherwise stated, functions are understood to be defined
on the real line/real n-dimensional Euclidean space and are real valued

(a) Advanced calculus topics including:

• Continuous functions, uniform convergence, uniform continuity, Stone-Weierstrass
theorem, compactness, Riemann integral. (See the syllabus for Math 4031.)

• Differentiable functions, series and Taylor’s theorem, (See the syllabus for Math
4032.)

• Jacobians, inverse and implicit functions, (See the syllabus for Math 4035.)

(b) Lebesgue measure, σ-algebras, Borel sets, measurable functions

(c) Lebesgue integral on R and Rn, convergence theorems

(d) Tonelli-Fubini Theorem on Rm × Rn

(e) Functions of bounded variation, absolutely continuous functions, convex functions,
and the fundamental theorem of calculus

(f) Basic properties of Banach spaces.

• C([a, b]) with the sup-norm.

• Lp-spaces and the Riesz representation.
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Analysis Test Bank

1 Advanced Calculus

Unless otherwise stated functions are real valued and defined on the real line
and/or real n-space.

I.1 (a) A subset S of R is of type Fσ if S is the countable union of closed sets. Let f be
any function from R to R. Prove that the set of points of discontinuity of f is of
type Fσ.

(b) Can a function from R to R be continuous on the rationals and discontinuous on
the irrationals? What if the roles of the rationals and irrationals are interchanged?

(c) Briefly explain why there are continuous, nowhere differentiable functions on R.

I.2 (a) Let fn : R → R be given by fn(x) = x
n

(n ∈ N). Show that the sequence (fn)n∈N
is pointwise convergent on R, uniformly convergent on [0, 1], but not uniformly
convergent on R.

(b) Let fn : [0, 1] → R be given by fn(x) = 1
1+nx2 (n ∈ N). Show that (fn)n∈N is a

bounded subset of C[0, 1] and that no subsequence of (fn)n∈N converges in C[0, 1].

I.3 Identify all subsets of [0, 1] on which
∑∞

n=0 xn converges uniformly. Explain.

I.4 Recall that a step function is finite linear combination of characteristic functions of inter-
vals.

(a) Show that every continuous function on [0, 1] is a uniform limit of step functions.

(b) Is the converse true?

I.5 Prove or disprove:

(a) The product of two uniformly continuous functions on R is also uniformly continu-
ous.

(b) The product of two uniformly continuous functions on [0, 1] is also uniformly con-
tinuous.
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I.6 Prove or disprove the following two statements:

(a) If
∑∞

n=1 an converges, then
∑∞

n=1 an cos nx converges pointwise everywhere on R.

(b) If
∑∞

n=1 an converges absolutely, then
∑∞

n=1 an cos nx converges to a continuous
function on R.

I.7 Let C0,0[0, 1] be the space of all continuous real functions f on the interval [0, 1] satisfying
f(0) = f(1) = 0. Let P0,0 be the subspace of polynomials in C0,0[0, 1]. Show that P0,0 is
dense in C0,0[0, 1] in the sup norm.

I.8 Let (xn)n∈N be a sequence of real numbers. Prove that the following are equivalent.

(a) limn→∞ xn = a.

(b) Every subsequence of (xn)n∈N contains a subsequence that converges to a.

I.9 Prove: If f ∈ C[0, 1] and
∫ 1

0
f(x)e−nx dx = 0 for all n ∈ N0, then f = 0.

I.10 Let fn : [1,∞) → R be defined by fn(x) := n+1
n

e−nx (n ∈ N). Show that the series∑∞
k=1 fk converges uniformly to a continuous function.

I.11 fn : R→ R be defined by fn(x) := (sin x)n (n ∈ N). Does (fn)n∈N converge uniformly?

I.12 Let fn : [0,∞) → R be defined by fn(x) := (x/n)e−(x/n) (n ∈ N).

(a) Determine f(x) = limn→∞ fn(x). Show that the sequence (fn)n∈N converges uni-
formly to f on [0, a] for any non-negative real number a. Does the sequence converge
uniformly to f on [0,∞)? Justify your answer.

(b) Show that

lim
n→∞

∫ a

0

fn(x) dx =

∫ a

0

f(x) dx,

but that

lim
n→∞

∫ ∞

0

fn(x) dx 6=
∫ ∞

0

f(x) dx.

I.13 Does ez(x2 +y2 +z2)−√1 + z2 +y = 0 have a solution z = f(x, y), where f is continuous
at (x = 1, y = 0) and f(1, 0) = 0? Explain carefully.
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I.14 Let f : R→ R be an infinitely differentiable function.

(a) Use Taylor’s formula with remainder to show that, given x and h, f ′(x) = (f(x +
2h)− f(x))/2h− hf ′′(ξ) for some ξ.

(b) Assume f(x) → 0 as x → ∞, and that f ′′ is bounded. Show that f ′(x) → 0 as
x →∞.

I.15 Prove or give a counterexample: If f is a uniform limit of polynomials on [−1, 1], then
the Maclaurin series of f converges to f in some neighborhood of 0.

I.16 Let f(x) = xk sin(1/x) if x 6= 0 and f(0) = 0.

(a) If k = 2, show that f is differentiable everywhere but f ′ fails to be continuous at
some point.

(b) If k = 3, does f have a second derivative at all points? If so, is f ′′ a continuous
function? Give your reasons.

I.17 Let f be defined on R3 by f(x, y, z) = x2 + 4y2 − 2yz − z2. Show that f(2, 1,−4) = 0
and fz(2, 1,−4) 6= 0, and that there exists therefore a differentiable function g in a
neighborhood of (2, 1) in R2, such that f(x, y, g(x, y)) = 0. Find gx(2, 1) and gy(2, 1).
What is the value of g(2, 1)?

I.18 Suppose that a function f is defined on (0, 1] and has a finite derivative with |f ′(x)| < 1.
Define an := f(1/n) for n = 1, 2, 3, . . .. Show that limn→∞ an exists.

I.19 Define a function f on R by

f(x) =

{
e−1/x2

, if x > 0

0 , if x ≤ 0

(a) Check whether f is infinitely differentiable at 0, and, if so, find f (n)(0), n =
1, 2, 3, · · · . Show details.

(b) Does f have a power series expansion at 0?

(c) Let g(x) = f(x)f(1−x). Show that g is a nontrivial infinitely differentiable function
on R which vanishes outside (0, 1).

I.20 Prove that a function f : Rn → R is continuous at x = (x1, · · · , xn) ∈ Rn if the partial
derivatives fx1 , . . . , fxn exist and are bounded in a neighborhood of x.
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I.21 Let fN(x) =
∑N

n=1 an sin(nx) for an, x ∈ R. If
∑∞

n=1 nan converges absolutely, show that
(fN)N∈N converges uniformly to a function f on R, and that (f ′N)N∈N converges uniformly
to f ′ on R.

I.22 Let f be a twice continuously differentiable real-valued function on Rn. A point x ∈ Rn

is a critical point of f if all partial derivatives of f vanish at x (i.e., 5f(x) = 0), a critical
point x is nondegenerate if the n× n matrix

[
∂2f

∂xi∂xj

(x)

]

is nonsingular. Let x be a nondegenerate critical point of f . Prove that there is an open
neighborhood of x which contains no other critical points. (i.e., the nondegenerate critical
points are isolated.)

I.23 Show that a function f(x) = e−x + 2e−2x + . . . + ne−nx + . . . is continuous on (0,∞).

I.24 Let f : R→ R be a twice differentiable function with bounded first and second derivatives.
By considering the Taylor expansion of f , show that: ‖f ′‖∞ ≤ 1

h
‖f‖∞+h‖f ′′‖∞ for every

h > 0. By minimizing over h, show that ‖f ′‖∞ ≤ 2
√
‖f‖∞‖f ′′‖∞, where ‖g‖∞ denotes

supx∈R |g(x)|.
I.25 Let f be a real-valued differentiable function on an interval (a, b). Show that f is Lipschitz

continuous if and only if f has bounded derivative.

2 Lebesgue measure, σ-algebras, Borel sets, measur-

able functions

Unless otherwise stated, references to measure and integration are Lebesgue
measure and integration on real n-space.

II.1 Let A be a σ-algebra of subsets of R, and let f : R→ R be arbitrary. Prove that the set
{f−1[S] : S ∈ A} is a σ-algebra.

II.2 Suppose that g : R→ R is Lebesgue-measurable and that f : R→ R is Borel-measurable,
that is, f−1[(a,∞)] is a Borel set for each real number a. Prove that f ◦ g is Lebesgue-
measurable.

II.3 Prove that the set of points on which a sequence of measurable functions converges is
measurable.

II.4 Prove that every Borel set is Lebesgue-measurable.

4



II.5 Prove that, if there exists a G in Gδ with E ⊂ G and m∗(G\E) = 0, then E is measurable.

II.6 Prove that the Cantor set is a Borel set.

II.7 Prove that any subset of a set of Lebesgue-measure zero is Lebesgue-measurable.

II.8 Prove that every Lebesgue-measurable set is contained in a Borel set with the same
measure.

II.9 Prove that every Lebesgue-measurable set contains a Borel set with the same measure.

II.10 Let f be a measurable function that is not almost everywhere infinite. Prove that there
exists a subset S ⊂ R of positive measure such that f is bounded on S.

II.11 If E is a measurable subset of [0, 1] then there is a measurable subset A ⊂ E such that
m(A) = 1

2
m(E).

II.12 Let E ⊂ R be a measurable set with the property that

m(E ∩ I) ≤ m(I)

2
,

for every open interval I. Prove that m(E) = 0.

II.13 Let E be a measurable set in [0, 1] and let c > 0. If m(E ∩ I) ≥ cm(I), for all open
intervals I ⊂ [0, 1] show that m(E) = 1.

II.14 Let A ⊂ (0, 1) be a measurable set and m(A) = 0. Show that

m{x2 : x ∈ A} = 0 and m{√x : x ∈ A} = 0.
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3 Lebesgue integral, convergence theorems

Unless otherwise stated, references to measure and integration are Lebesgue
measure and integration on finite dimensional real space.

III.1 Let χ[−n,n](·) denote the characteristic function of the interval [−n, n] (n ∈ N). Consider
the sequence of functions fn(x) := χ[−n,n](x) sin(πx

n
) (x ∈ R).

(a) Determine f(x) = limn→∞ fn(x) and show that the sequence (fn)n∈N converges
uniformly on compact subsets of R. Does the sequence converge uniformly on R?

(b) Show that ∫ ∞

−∞
f(x) dx = lim

n→∞

∫ ∞

−∞
fn(x) dx.

Are the assumptions of Lebesgue’s dominated convergence theorem satisfied?

III.2 Let f be a positive function on (0, 1] such that f is Riemann integrable on [t, 1] for
all t ∈ (0, 1), but limx→0+ f(x) = ∞. Assume that the improper (Riemann) integral

(R)
∫ 1

0
f(x)dx exists. Show that f is a measurable Lebesgue integrable function and that

∫

[0,1]

f(x)dx = (R)

∫ 1

0

f(x)dx.

III.3 For each of the following problems, check whether the limit exists. If so, find its value.

(a) limn→∞
∫ n

1
(1− x

n
)ndx,

(b) limn→∞
∫ 2n

1
(1− x

n
)ndx.

III.4 (a) Characterize those bounded functions on [0, 1] which are Riemann integrable.

(b) Define g on [0, 1] by

g(x) =

{
0 if x is irrational

1/q if x = p/q in lowest terms

Is g a Riemann integrable function? Give a proof of your assertion.

III.5 Show that if

f(x) =

{
1 if if x is rational

−1 if if x is irrational

then f is not Riemann integrable on the interval [0, 1]. Is f Lebesgue integrable? Explain.
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III.6 Show there are no bounded sequences (an)n∈N and (bn)n∈N for which fn(x) =
an sin(2πnx) + bn cos(2πnx) converges to 1 almost everywhere on [0, 1].

III.7 Let f(x) be a real-valued measurable function on [0, 1]. Show that

lim
n→∞

∫ 1

0

(cos(πf(x)))2ndx = m{x : f(x) is an integer},

where m denotes Lebesgue measure.

III.8 (a) Show that f(x) = x−r is a Lebesgue integrable function on [0, 1] if 0 ≤ r < 1.

(b) If 0 ≤ r < 1 let

an =

∫ 1

0

dx

n−1 + xr
(Lebesgue integral).

Compute limn→∞ an. Be sure to quote the appropriate integration theorems to
justify your calculations.

III.9 Let fn : R→ R be defined by

fn(x) =





1

n
, if |x| ≤ n

0, if |x| > n

(a) Show that fn converges to 0 uniformly on R, and that

lim
n→∞

∫

R
fn(x) dx = 2

while ∫

R

(
lim

n→∞
fn

)
(x) dx 6= 2

.

(b) Explain why this example does not contradict the Lebesgue dominated convergence
theorem.

III.10 (a) Show that f(x) = 1/
√

x is Lebesgue integrable on (0, 1).

(b) Find inf{∫ 1

0
ψ(x) dx|ψ is a simple function, and ψ(x) ≥ 1/

√
x on (0, 1)}. (Simple

functions are finite linear combinations of characteristic functions of measurable sets
with extended real-valued coefficients.)

7



III.11 Give an example of a sequence (fn)n∈N of bounded, measurable functions on [0, 1) such
that

lim
n→∞

∫ 1

0

|fn(x)| dx = 0

but such that fn converges pointwise nowhere.

III.12 Consider a Lebesgue-measurable function f on R with
∫
R f(t)2 dt < ∞. show that the

function g(x) =
∫
R f(t− x)f(t) dt is continuous.

III.13 Prove that limn→∞
∫∞
−∞(sin nt)f(t)dt = 0 for every Lebesgue integrable function f on

R. (Hint: Do the problem first for step functions.)

III.14 Let fn(x) =
n

x(lnx)n
for x ≥ e and n ∈ N.

(a) For which n ∈ N does the Lebesgue integral
∫∞

e
fn(x) dx exist?

(b) Determine lim
n→∞

fn(x) for x > e.

(c) Does the sequence (fn)n∈N satisfy the assumptions of Lebesgue’s dominated conver-
gence theorem?

III.15 Define f(x) =
∫
R cos(xy)g(y) dy for x ∈ IR where g is an integrable function on IR. Show

that f is continuous.

III.16 Let f ∈ L∞[0, 1] and
∫ 1

0
xnf(x) dx = 0 for n ∈ N. Show that f = 0 a.e.

III.17 Let f be a non-negative Lebesgue-measurable function on (0,∞) such that f 2 is integrable.

Let F (x) =
∫ x

0
f(t) dt where x > 0. Show that limx→0+

F (x)√
x

= 0.

III.18 Let f be a differentiable function on [−1, 1]. Prove that limε→0

∫
ε<|x|≤1

1
x
f(x) dx exists.

III.19 Let fn(x) :=
xn

n!
e−x for n ∈ N0.

(a) Show that limn→∞ fn(x) = 0 for all x > 0.

(b) Show that fn ∈ L1(0,∞) with ‖fn‖1 = 1 for all n ∈ N0.

(c) Show that limk→∞
∫ k

0
xn

n!
(1− x

k
)k dx = 1 for all n ∈ N0.

III.20 Prove that limb→∞
∫ b

0
sin x

x
dx exists but that the function sin x

x
is not integrable over (0,∞).

8



III.21 Compute the following limit and justify your calculations:

lim
n→∞

∫ ∞

0

(
1 +

x

n

)−n

sin
(x

n

)
dx

III.22 Let f be a continuous nonnegative function on [a, b] where a < b. Let M = max{f(x) :
a ≤ x ≤ b}. Show that

lim
n→∞

(∫ b

a

f(x)n dx

) 1
n

= M.

III.23 Find and justify the limits:

(a) lim
n→∞

∫ n

0

sin x

1 + nx2
dx

(b) lim
n→∞

∫ en

0

x

1 + nx2
dx.

III.24 Let fn(x) =
∑n−1

i=0
1
n
f(x + i

n
), where f is a continuous function on IR. Show that the

sequence of functions (fn)n∈N converges uniformly on every finite segment [a, b] to the

function F (x) =
∫ x+1

x
f(s) ds.

III.25 Let f ∈ L1(0,∞), and suppose that
∫∞
0

x|f(x)| dx < ∞. Prove that the function

g(y) =

∫ ∞

0

e−xyf(x)dx

is differentiable at every y ∈ (0,∞).

III.26 Let f ∈ L1(IR) with respect to Lebesgue measure, and suppose that

∫

R
|x||f(x)| dx < ∞.

Show that the function

g(y) =

∫

R
eixyf(x)dx

is differentiable at every y ∈ IR.

III.27 Prove that, if f is a real-valued Lebesgue-integrable function on R, then

lim
x→0

∫
|f(x + t)− f(t)| dt = 0.
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III.28 Let f ∈ L1(IR).

(a) Prove: limn→∞
∫ 1/n

0
f(x)dx = 0.

(b) Prove or disprove: limn→∞
∫∞

n
f(x) dx = 0.

III.29 Give an example of a sequence of uniformly bounded measurable functions fn on [0, 1]
such that m{x|fn(x) 6= 0} → 0 as n →∞, but the sequence fn(x) does not converge for
any x ∈ [0, 1].

III.30 Let n ≥ 3 and

fn(x) =





n2x, for 0 ≤ x <
1

n

2n− n2x, for
1

n
≤ x ≤ 2

n

0, for
2

n
< x ≤ 1

Sketch the graphs of f3 and f4. Prove that, if g is a continuous real-valued function on
[0, 1], then

lim
n→∞

∫ 1

0

fn(x)g(x)dx = g(0).

(Hint: First show that
∫ 1

0
fn(x) dx = 1.)

III.31 Assume that the real-valued measurable function f(t, x) and its partial derivative ∂
∂t

f(t, x)
are bounded on [0, 1]2. Show that for t ∈ (0, 1)

d

dt

[∫ 1

0

f(t, x) dx

]
=

∫ 1

0

∂

∂t
f(t, x) dx.

III.32 Prove that if fn is Lebesgue integrable on [0, 1] for each n ∈ N, and

∞∑
n=1

∫ 1

0

|fn(x)| dx < ∞,

then
∑∞

n=1 fn(x) is convergent a.e., and

∫ 1

0

∞∑
n=1

fn(x) dx =
∞∑

n=1

∫ 1

0

fn(x)dx.

III.33 Let f ∈ L1(IR). Prove that limn→∞
∫ n

0
e−nxf(x) dx = 0.
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III.34 Assume that A ≥ 0, B > 0, and f is continuous and nonnegative on [a, b]. Assume that
f(t) ≤ A + B

∫ t

a
f(s) ds for a ≤ t ≤ b. Prove that f(t) ≤ AeB(t−a) for a ≤ t ≤ b.

III.35 Let f be a nonnegative integrable function on [0, 1]. Suppose that for every n ∈ N
∫ 1

0

(f(x))n dx =

∫ 1

0

f(x) dx.

Show that f is almost everywhere the characteristic function for some measurable set.

III.36 Provide an example of a sequence {fn} of measurable functions on [0, 1] such that fn → f
a.e. and fn ≥ 0, but lim inf

∫
fn 6=

∫
f .

III.37 Let 1 ≤ p < ∞. Suppose fn ∈ Lp([0, 1]), ‖fn‖p ≤ 1, and fn → f a.e..

(a) Show that f ∈ Lp([0, 1]) and ‖f‖p ≤ 1.

(b) Let 1 < p < ∞ and g ∈ Lq([0, 1]) where 1
p

+ 1
q

= 1. Prove that

∫ 1

0

fng →
∫ 1

0

fg.

(c) Give an example to show that the conclusion in item b would be false if p = 1.

4 Functions of bounded variation, absolutely contin-

uous functions, convex functions, and the funda-

mental theorem of calculus

Unless otherwise stated, references to measure and integration are Lebesgue
measure and integration on finite dimensional real space.

IV.1 If f is continuous on an interval [a, b] and has a bounded derivative in (a, b), show that f
is of bounded variation on [a, b]. Is the boundedness of f ′ necessary for f to be of bounded
variation? Justify your answer.
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IV.2 Let f(x) = x2 sin( 1
x
), g(x) = x2 sin( 1

x2 ) for x 6= 0, and f(x) = g(x) = 0 for x = 0.

(a) Show that f and g are differentiable everywhere (including at x = 0).

(b) Show that f is bounded variation on the interval [−1, 1], but g is not.

(c) Let f(x) = x sin(1/x) for x 6= 0 and f(x) = 0 for x = 0. Is f of bounded variation
on [−1, 1]?

IV.3 Show that the product of two absolutely continuous functions on a closed finite interval
[a, b] is absolutely continuous.

IV.4 A real-valued function f on an interval I for which there exists a constant C such that

|f(x)− f(y)| ≤ C|x− y|

for all x and y in I is called a Lipschitz function.

(a) Show that a Lipschitz function is absolutely continuous.

(b) Show that an absolutely continuous function f on an interval is Lipschitz if and
only if f ′ is essentially bounded.

IV.5 A function f : [0, 1] → L1[0, 1] is called Lipschitz continuous if there exists M > 0
such that ‖f(t) − f(s)‖1 ≤ M |t − s| for all t, s ∈ [0, 1]. It is called differentiable at a

point s ∈ (0, 1) if the differential quotients f(t)−f(s)
(t−s)

converge in L1[0, 1] as t → s. Let

f : [0, 1] → L1[0, 1] be given by f(t) = χ[0,t], where χ[0,t] denotes the characteristic function
of the interval [0, t]. Show that f is Lipschitz continuous and nowhere differentiable.

IV.6 Let f be a nonnegative real function on [0, 1] and let I =
∫ 1

0
f(x) dx. Show that

√
1 + I2 ≤

∫ 1

0

√
1 + f 2(x) dx ≤ 1 + I.

IV.7 Suppose f is a nonnegative integrable function on [0, 1]. Prove that

√∫ 1

0

f(t) dt ≥
∫ 1

0

√
f(t) dt.

IV.8 (a) Provide an example of a function on [0, 1] that is not absolutely continuous but is
of bounded variation.

(b) Provide examples of two different continuous functions on [0, 1] that have the same
derivative a.e. and that are both equal to zero at 0.
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IV.9 Suppose F is absolutely continuous on [0, 1] and that g ∈ L1([0, 1]), with
∫ 1

0
g = 0. Prove

the “integration by parts” law:

∫ 1

0

F (x) g(x) dx = −
∫ 1

0

[
F ′(x)

∫ x

0
g
]

dx

IV.10 (a) Provide an example of a function of unbounded variation on [0, 1] that has a deriva-
tive equal to zero at almost all x ∈ [0, 1].

(b) Provide an example of a function that is absolutely continuous on [0, 1] but has an
unbounded derivative.

IV.11 Prove that, if f is differentiable a.e. on [0, 1] and f ′ is not in L1([0, 1]), then f is not of
bounded variation on [0, 1].

IV.12 Prove that, if f is absolutely continuous on [0, 1], then the total variation of f on [0, 1] is

equal to
∫ 1

0
|f ′|.

IV.13 Suppose that f is a real-valued function of bounded variation on [0, 1].
Prove that

(a) f has a right- and left-hand limit at each point in (0, 1);

(b) f can have only countable many points of discontinuity;

(c) If, in addition to being of bounded variation on [0, 1], f is absolutely continuous on
[0, T ] for each T < 1, then there exists an absolutely continuous function g on [0, 1]
that coincides with f on [0, 1).

5 Basic properties of Banach spaces

Unless otherwise stated, references to measure and integration are Lebesgue
measure and integration on finite dimensional real space.

V.1 Let C([a, b]) be the space of real continuous functions on a closed interval [a, b] equipped
with the sup norm. Let M = {f ∈ C([a, b]) : f(x) > 0 for all x ∈ [a, b]}. Show that M
is an open subset of C([a, b]).

V.2 Let X be the normed linear space obtained by putting the norm ‖f‖1 =
∫ 1

0
|f(t)| dt on

the set of real continuous functions on [0, 1].

(a) Show that X is not a Banach space.

(b) Show that the linear functional Λf = f(1/2) is not bounded.
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V.3 Show that Lp[0, 1] is separable for 1 ≤ p < ∞, but not separable for p = ∞.

V.4 Show that Lp(0, 1) ⊂ Lq(0, 1) for any p > q ≥ 1. Here the integrability is with respect to
the Lebesgue measure. Is the inclusion map for Lp(0, 1) into Lq(0, 1) continuous?

V.5 Prove or disprove the equality L∞[0, 1] = ∩1≤p<∞Lp[0, 1].

V.6 Let f ∈ Lp(IR), 1 ≤ p < ∞. Show that

∫

|x|>n

|f(x)|p dx → 0 for n →∞.

V.7 Let gn = nχ[0,n−3]. Show that
∫ 1

0
f(x)gn(x) dx → 0 as n →∞ for all f ∈ L2[0, 1], but not

all f ∈ L1[0, 1].

V.8 Provide an example of the following:

(a) A nonzero bounded linear functional on Lp([0, 1]), 1 < p < ∞.

(b) A nonzero bounded linear functional on `∞.

V.9 Describe precisely how the dual of `1 is represented concretely.

V.10 Why is the dual of L∞ not equal to L1, in other words, why is L1 not reflexive?

V.11 What is the completion of the space of continuous functions on [0, 1] in the p-norm (1 ≤
p < ∞)? In the ∞-norm?

V.12 Let p + q = pq. For g ∈ Lq(E), define ĝ ∈ (Lp(E))∗ as ĝ(f) =
∫

E
gf . Prove that

‖ĝ‖ = ‖g‖Lq(E).

V.13 Prove that the linear space of finite sequences is dense in `p for 1 ≤ p < ∞, but it is not
dense in `∞.

V.14 Prove that L∞(R) ∩ Lp(R) is dense in Lp(R).

V.15 Let 1 < p < q < r < ∞. If f ∈ Lp(R) and f ∈ Lr(R), then f ∈ Lq(R).

V.16 Prove that `∞ is not separable, that is, it has no countable dense set.

6 Sundry Problems

Unless otherwise stated, references to measure and integration are Lebes-
gue measure and integration on real n-space, m is Lebesgue measure on the
appropriate dimensional real space and m∗ is outer Lebesgue measure.
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VI.1 Let E1 and E2 be countable sets. Show E1 × E2 is countable.

VI.2 Let d(x, y) = |x− y| for x, y ∈ Rd. Show

|d(x1, y1)− d(x2, y2)| ≤ d(x1, x2) + d(y1, y2).

VI.3 Let d = d1 +d2 where d1 and d2 are natural numbers. Let Br(x) be the open ball of radius
r with center x. Let x ∈ Rd1 and y ∈ Rd2 . Thus (x, y) ∈ Rd. Let ε > 0. Show

B ε√
2
(x)×B ε√

2
(y) ⊆ Bε(x, y) ⊆ Bε(x)×Bε(y).

In a similar vein, show that if x = (x1, x2, . . . , xd) ∈ Rd, then

B ε√
d
(x1)×B ε√

d
(x2)× · · · ×B ε√

d
(xd) ⊆ Bε(x) ⊆ Bε(x1)×Bε(x2)× · · · ×Bε(xd).

VI.4 Show every subsequence of a convergent sequence in Rd converges.

VI.5 Let E be a nonempty subset of R. Let c ∈ R. Show sup E = c if and only if x ≤ c for all
x ∈ E and for each ε > 0, there is an x ∈ E with x + ε > c.

VI.6 Show every open subset U of R can be written has a countable disjoint union ∪i∈I(ai, bi)
of disjoint open intervals.

VI.7 Let E be a subset of Rd. Recall a subset S of E is said to be dense in E if for each x ∈ E
and each ε > 0, one has Bε(x) ∩ S 6= ∅. Using the countability of the set of points in Rd

with rational entries, show every subset E of Rd has a countable dense subset.

VI.8 Let F1 and F2 be disjoint compact subsets of Rd. Show d(F1, F2) > 0.

VI.9 Show if F1 and F2 are nonempty compact subsets of Rd, there are points x1 ∈ F1 and
x2 ∈ F2 with d(x1, x2) = d(F1, F2).

VI.10 Show the Cantor ternary set is totally disconnected; that is show it contains no nonempty
open interval.

VI.11 Show the Cantor ternary set consists of all x in [0, 1] that can be written in form

x =
∞∑

k=1

ak

3k

where each ak is either 0 or 2.

VI.12 Let f be a continuous nonegative function on the closed interval a ≤ x ≤ b where a < b.
Let F be the closed subset {(x, y) | a ≤ x ≤ b, 0 ≤ y ≤ f(x)} of R2. Show m∗(F ) is the

Riemann integral
∫ b

a
f(x) dx.
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VI.13 Show the set of irrationals is a Gδ set but is not an Fσ set. Hint: Show Q is not a Gδ for
otherwise you could obtain a decreasing sequence Gn of dense open sets that have empty
intersection. Then use the decomposition of each Gn into a disjoint countable union of
open intervals.

VI.14 Using the fact that the rationals in any closed interval a ≤ x ≤ b where a < b is not a Gδ

set, give an example of a Borel subset of R which is not an Fσ or a Gδ set.

VI.15 Let δ1, δ2, . . . , δd be nonzero real numbers. Let E be a subset of Rd. Define
φ(x1, x2, . . . , xd) = (δ1x1, δ2x2, . . . , δdxd).
Show

m∗(φ(E)) = |δ1δ2 · · · δd|m∗(E).

Then show E is Lesbesgue measurable if and only if φ(E) is Lebesgue measurable and
then

m(φ(E)) = |δ1δ2 · · · δd|m(E).

VI.16 Recall that an extended real valued function f : Rd → [−∞,∞] is measurable if
f−1[−∞, α) is measurable for each α ∈ R. Show f−1(α) = {x | f(x) = α} is measurable
for α ∈ [−∞,∞].

VI.17 Show a subset E ⊆ Rd is Lebesgue measurable if and only if for each ε > 0 there is a
measurable set W with m∗(E∆W ) < ε.

VI.18 Show the composition of two Borel measurable functions is Borel measurable.

VI.19 Show there is a sequence of Lebesgue measurable functions fn : [0, 1] → R which converge
pointwise everywhere to a function f(x) having the property that there is not a subset A
of [0, 1] of Lebesgue measure 0 such that fn converges uniformly to f on the set [0, 1]−A.

VI.20 Let Q = [0, 1]d be the unit cube in Rd and suppose f : Q → R is a continuous function.
Show the Lebesgue measure of the compact set Γ = {(x, f(x)) | x ∈ Q} in Rd+1 is zero.
Hint: Use uniform continuity.
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VI.21 Suppose En is a sequence of measurable sets with
∑

m(En) < ∞. Set FN = ∪∞n=NEn.

(a) Show that
lim

N→∞
m(FN) = 0.

(b) One defines lim sup En by
lim sup

n→∞
En = ∩∞N=1FN .

Show the lim sup En consists of all points p which are in infinitely many of the En.

(c) Note (a) shows m(lim sup En) = 0 if
∑∞

n=1 m(En) < ∞. Give an example of a
sequence of measurable sets En where m(En) → 0 as n →∞, but m(lim sup En) 6= 0.

VI.22 Suppose fn is a sequence of real valued Lebesgue measurable functions on Rd. Show if for
each ε > 0, m{x | |fn(x)| ≥ ε} → 0 as n →∞, then

(a) there is a subsequence fnk
of fn such that fnk

(x) → 0 as k →∞ for a.e. x.

(b) Show for each ε > 0, there is a measurable subset Eε of Rd and a subsequence fnk

such that m(Eε) < ε and fnk
converges uniformly to 0 off Eε.

VI.23 Show if E1 is a Gδ set in Rd1 and E2 is a Gδ in Rd2 , then E1 × E2 is a Gδ set in Rd1+d2 .

VI.24 Let E and F be subsets of Rd1 and Rd2 .

(a) Show if E has Lebesgue measure 0 in Rd1 and F is a bounded set in Rd2 , then E×F
is Lebesgue measurable and has Lebesgue measure 0 in Rd1+d2 .

(b) Show if E has Lebesgue measure 0, then E × F is Lebesgue measurable in Rd1+d2

and has Lebesgue measure 0.

(c) Show if E and F are Lebesgue measurable, then E × F is Lebesgue measurable.
(Hint: Take Gδ sets E ′ and F ′ containing E and F with m(E ′−E) = m(F ′−F ) = 0
and consider E ′ × F ′.

VI.25 Show if F ⊆ O ⊆ Rd and F is compact and O is open, then there is a continuous function
f such that 0 ≤ f(x) ≤ 1 for all x ∈ Rd and f(x) = 1 on F and f(x) = 0 for x /∈ O.

Hint: Consider f(x) = min{ d(x,Oc)
d(F,Oc)

, 1}.
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VI.26 Let f : Rd → [0, 1] be measurable. Set

Ek,n = {x | |x| ≤ n and
k

n
≤ f(x) <

k + 1

n
}

where k ∈ {0, 1, 2, . . . , n}. Show Ek,n is measurable. Then for each k choose Fk,n ⊆ Ek,n ⊆
Ok,n with Fk,n compact, Ok,n open and m(Ok,n − Fk,n) < 1

2n(n+1)
. Now find continuous

functions fk,n with 0 ≤ fk,n ≤ 1, fk,n = k
n

on Fk,n, and f = 0 off Ok,n. Set fn =
∑n

k=0 fk,n.
Each fn is continuous. Show fn(x) → f(x) as n →∞ for a.e. x.

VI.27 Let f ≥ 0 be a Lebesgue measurable function on Rd. Define µ(E) =
∫

E
f dm.

(a) Show µ is a measure on the Lebesgue measurable sets.

(b) Show µ(E) = 0 whenever m(E) = 0.

(c) Show µ is purely infinite on the set E = {x | f(x) = ∞}. (Note µ is purely infinite
on E if and only if µ(F ) = 0 or µ(F ) = ∞ on any measurable subset F of E.)

(d) Show µ is σ-finite on the set E = {x | f(x) < ∞}. Note this means there is a
sequence En of measurable sets with E = ∪∞n=1En and µ(En) < ∞ for all n.

VI.28 It is known the ball of radius 1 in R2m has volume (i.e., Lebesgue measure)

πm

m!
.

Find the volume of any ball in R2m which has radius r > 0.

VI.29 Show if f is a Lebesgue measurable function on Rd, then there exists a Borel measurable
function h on Rd such that f = h a.e. Hint: Let q ∈ Q and let Eq = {x | f(x) < q}. The
set Eq is Lebesgue measurable. Choose a Borel set Bq ⊇ Eq with m(Bq − Eq) = 0. Set
Fq = ∪q′<qBq. Note Fq ⊆ Fq′ if q < q′. Define h(x) = inf{q | x ∈ Fq}. Show h is a Borel
function and equals f a.e. Hint: Show f = h on the complement of ∪q∈Q(Bq − Eq) and
show h is a Borel function.

VI.30 Let 〈an〉 and 〈bn〉 be sequences in [−∞,∞]. Show

(a) lim sup an = − lim inf(−an)

(b) lim inf(an + bn) ≥ lim inf an + lim inf bn

VI.31 Let F be a measurable subset of R. Let E be the set of x in F such that there is a δ > 0
with m((x− δ, x + δ) ∩ F ) = 0. Show that E has measure 0.
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VI.32 Determine

lim
n→∞

∫ ∞

1

sin
(x

n

) n3

1 + n2x3
dx.

VI.33 Determine

lim
n→∞

∫ 1

0

sin
(x

n

) n3

1 + n2x3
dx.

VI.34 Show there are no countably infinite σ-algebras.

VI.35 Give an example of a sequence of measurable real valued functions fn such that

lim inf

∫
fn(x) dx <

∫
lim inf fn(x) dx.

Also give a sequence where fn ≥ 0 and

∫
lim inf fn(x) dx < lim inf

∫
fn(x) dx.

VI.36 Prove the function

φ(x) =

∫ ∞

0

tx−1

1 + t
dt

is continuous for 0 < x < 1. Is φ(x) differentiable on 0 < x < 1?

VI.37 Let f be a real valued function on R× R and suppose

x 7→ f(x, y)

is continuous for each y and there is a dense subset E of R such that

y 7→ f(x, y)

is Lebesgue measurable for x ∈ E. Show f is Lebesgue measurable.

VI.38 Show if p(x1, x2) is a nonzero polynomial in two variables, the set of points x ∈ R2 with
p(x) = 0 has Lebesgue measure 0.

VI.39 Recall if f is Lebesgue measurable on Rd and E is a Lebesgue measurable subset of Rd,
then

∫
E

f dm is defined if fχE is integrable and then
∫

E
f dm =

∫
fχE dm. Show if∫

Q
f dm = 0 for all closed cubes Q, then f = 0 a.e.

VI.40 Suppose f ∈ L1(Rd). Show if
∫

E
f dm ≥ 0 for all Lebesgue measurable sets E, then

f(x) ≥ 0 a.e. x.
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VI.41 Give an example of a sequence of Lebesgue integrable function fn on Rd where fn → f
pointwise, f is integrable,

∫
fn dm → 1 and

∫
f dm = 0.

VI.42 Give an example of a sequence of Lebesgue integrable functions fn where fn → f pointwise
and

∫
fn dm → 0 and

∫
f dm = 1.

VI.43 Show if f is an integrable function on Rd and one has

∫

Rd

fh dm = 0

for every bounded continuous function h on Rd, then f = 0 a.e.

VI.44 Let f be a Lebesgue integrable function on Rd and let Q be a closed cube. Let xn be a
sequence in Rd with |xn| → ∞ as n →∞. Show

∫

xn+Q

f dm → 0 as n →∞.

VI.45 Let f be a real valued function on Rd such that the set of x at which f is discontinuous
has measure 0. Show f is Lebesgue measurable.

VI.46 (a) Show if h : Rd1 → Rd2 is continuous and the preimage h−1(E) of any Borel subset E
in Rd2 has Lebesgue measure 0 in Rd1 , then h−1(E) is Lebesgue measurable in Rd1

for each Lebesgue measurable subset E of Rd2 . Use this to show f ◦ h is Lebesgue
measurable whenever f : Rd2 → R is Lebesgue measurable.

(b) Now show if f : Rd → R is Lebesgue measurable function, then H(x, y) = f(x− y)
is Lebesgue measurable on Rd × Rd.

VI.47 Suppose f and h are L1 functions on Rd. Show H(x, y) = f(x− y)h(y) is an L1 function
on R2d. Use this to show the function

f ∗ h(x) =

∫

Rd

f(x− y)h(y) dy

is defined almost everywhere x and gives an integrable function on Rd. Then show |f∗h|1 ≤
|f |1|h|1.

VI.48 Let f : [0, 1] → R be Lebesgue measurable and suppose H(x, y) = f(x)−f(y) is integrable
on [0, 1]2. Show f is integrable on [0, 1] and determine the integral of H.
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VI.49 Suppose f is integrable on Rd. Prove

H(α) = m{x | f(x) > α} −m{x | f(x) < −α}

is integrable for α ≥ 0 and show

∫

[0,∞)

H dm1 =

∫

Rd

f dm.

VI.50 Let 1 < p < ∞. Suppose 1 ≤ q ≤ ∞ where q 6= p. Give an example of a measurable
function f on R such that f ∈ Lp(R) but f /∈ Lq(R).

VI.51 Suppose 1 ≤ p ≤ q ≤ ∞ and 1
p

+ 1
q

= 1.

(a) Let f ∈ Lp(R) where 1 ≤ p < ∞. Find a function g ∈ Lq(R) so that |g|q = 1 and∫
fg dm = |f |p.

(b) Give an example of an f ∈ L∞(R) for which there is no g ∈ L1(R) such that |g|1 = 1
and

∫
fg dm = |f |∞.

VI.52 Let Q be a closed cube in Rd. Show Lq(Q) ⊆ Lp(Q) whenever 1 ≤ p ≤ q ≤ ∞.

VI.53 Let Q be a unit cube in Rd. Show if f ∈ Lp(Q), then |f |p ≤ |f |q if 1 ≤ p ≤ q ≤ ∞.

VI.54 Let f and g be functions in L2(Rd). Suppose |xn| → ∞ as n →∞. Show

∫
f(x)g(x + xn) dm(x) → 0 as n →∞.

VI.55 Let f ∈ L1(R2). Show
∫ 1

0
f(x, y + n) dm(y) exists for a.e. x and defines a function Hn in

L1(R). Then determine if the sequence Hn has a limit in L1(R).

VI.56 Let 1 ≤ p < ∞. Suppose fn ∈ Lp(R) and f ∈ Lp(R) and

|fn − f |p → 0 as n →∞.

Show there is a subsequence fn(k) such that fn(k)(x) converges a.e. to f(x) as n →∞.

VI.57 Show if f : Rd → R is a function satisfying for each ε > 0, there is a Lebesgue measurable
subset W with m(W ) < ε and f |W c is continuous on W c, then f is Lebesgue measurable.

VI.58 Let F and G be functions on [a, b] into R and let c be a constant. If F and G have
bounded variation, show V b

a (F + G) ≤ V b
a F + V b

a G and V b
a cF = |c|V b

a F .

VI.59 Show f has bounded variation if and only if f+ and f− have bounded variation. Hint:
Show |f | has bounded variation.
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VI.60 Let f : [a, b] → R be monotonically increasing. Show the set of points in [a, b] where f is
discontinuous is countable.

VI.61 Show if f is absolutely continuous on [a, b], then the total variation V x
a f where a ≤ x ≤ b

is given by V x
a f =

∫ b

a
|f ′(x)| dm(x). Hint: First show F ′(x) ≥ |f ′(x)| a.e by using

V x+h
x f ≥ |f(x + h) − f(x)| and then conclude

∫ c

a
|f ′(x)| dx ≤ ∫ c

a
F ′(x) dx ≤ V c

a f . Then
show V c

a f ≤ ∫ c

a
|f ′(x)| dx.

VI.62 Show f : [a, b] → R is absolutely continuous if and only if f+ and f− are absolutely
continuous on [a, b].

VI.63 Let V x
a g denote the total variation of g from a to x. Show if f is absolutely continuous

on [a, b], then V x
a f = V x

a |f | for a ≤ x ≤ b and then give an example of a function f of
bounded variation where V x

a f and V x
a |f | are different. You may use V x

a f =
∫ x

a
|f ′| dm if

f is absolutely continuous.
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