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Introduction

Definitions

Stirling Numbers of the 2nd Kind, S(n, k)

The number of ways to partition [n] into k blocks, with S(0,0) = 1.

Example

[3], a set with three elements, {a,b, c}. There are three ways to
partition this set into two blocks. We take {a} and {b, c}, {a,b} and
{c}, or {a, c} and {b}. Thus S(3,2) = 3.
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Introduction

Definitions

Bell Numbers, B(n)

The number of partitions of [n], or

B(n) =
n∑

k=1

S(n, k).

Example

Using our previous example, S(3,1) = 1, S(3,2) = 3, and S(3,3) = 1.
So B(3) = 5.
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Introduction

Definitions

Complementary Bell Numbers, B̃(n)

The number of partitions with an even number of blocks minus the
number of partitions with an odd number of blocks, or

B̃(n) =
n∑

k=1

(−1)kS(n, k).

Example

B̃(3) = S(3,2)− (S(3,1) + S(3,3)) = 3− (1 + 1) = 1.
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Introduction

Wilf’s Conjecture

S(2,1) = 1 and S(2,2) = 1, so B̃(2) = 0.

Conjecture (Wilf’s Conjecture)

B̃(n) 6= 0 for all n > 2.

It has been proven that there is at most 1 exception.
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Introduction

More on Complementary Bell Numbers

Stirling Numbers of the 2nd kind have the following recurrence
relation:

S(n + 1, k) = S(n, k − 1) + kS(n, k)

From this we get

B̃(n + j) =
n+j∑
k=0

(−1)kS(n + j , k) =
n∑

k=0

(−1)kλj(k)S(n, k),

where λj(x) are polynomials of degree j defined recursively by
λ0(k) = 1
λj+1 = xλj(x)− λ(x + 1)
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Introduction

The Polynomials λj(x)

B̃(n + j) =
∑n

k=0(−1)kλj(k)S(n, k) =⇒ λj(0) = B̃(j).

The set {(x)r : 0 ≤ r ≤ j} is a basis for the vector space of
polynomials with degree ≤ j .
We rewrite λj(x) in terms of this basis and obtain:

λj(x) =
j∑

r=0

cj(r)(x)r

There is an infinite matrix P such that cj+1 = Pcj

Pn(0,0) = B̃(n).
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Introduction

Defining P

P(r , r + 1) = −r − 1
P(r , r) = r − 1
P(r + 1, r) = 1
P(r , s) = 0 if |r − s| > 1
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Introduction

P = 

−1 −1 0 0 0 . . .
1 0 −2 0 0 . . .
0 1 1 −3 0 . . .
0 0 1 2 −4 . . .
0 0 0 1 3 . . .
...

...
...

...
...

. . .


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Introduction

(
a b
c d

)

(
w x
y z

)
=

(
aw+by ax+bz
cw+ dy cx+dz

)
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Introduction

Matrix Multiplication

Given An×m, Bm×n

Then AB(r , s) =
∑m

k=1 A(r , k)B(k , s).
P2(r , s) =

∑∞
k=0 P(r , k)P(k , s)
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Introduction

Proof P2(r , r) = r2 − 4r

P2(r , r) =
∞∑

k=0

P(r , k)P(k , r)

Recall that P(r , s) = 0 if |r − s| > 1

= P(r , r − 1)P(r − 1, r) + P(r , r)P(r , r) + P(r , r + 1)P(r + 1, r)

= 1(−(r − 1)− 1) + (r − 1)(r − 1) + (−r − 1)1

= −r + r2 − 2r + 1− r − 1

= r2 − 4r
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Introduction

The matrix P2 has the following form

P2(r , r + 2) = (r + 1)(r + 2)
P2(r , r + 1) = −2r2 − r + 1
P2(r , r) = r2 − 4r
P2(r + 1, r) = 2r − 1
P2(r + 2, r) = 1
P2(r , s) = 0 if |r − s| > 2
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Introduction

P2 =

r2 − 4r −2r2 − r + 1 (r + 1)(r + 2) 0 ...
−1 r2 − 4r −2r2 − r + 1 (r + 1)(r + 2) ...
1 2r − 1 r2 − 4r −2r2 − r + 1 ...
0 1 2r − 1 r2 − 4r ...
0 0 1 2r − 1 ...
...

...
...

...
. . .


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Introduction

P2 = 

0 1 2 0 ...
−1 −3 −2 6 ...
1 1 −4 9 ...
0 1 3 −3 ...
0 0 1 5 ...
...

...
...

...
. . .


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Introduction

The matrix P3 has the following form

P3(r , r + 3) = −(r + 1)(r + 2)(r + 3)
P3(r , r + 2) = 3r3 + 9r2 + 6r
P3(r , r + 1) = −3r3 + 3r2 + 8r + 2
P3(r , r) = r3 − 9r2 + 6r + 1
P3(r + 1, r) = 3r2 − 6r − 2
P3(r + 2, r) = 3r
P3(r + 3, r) = 1 for all (r − s) = 3
P3(r , s) = 0 if |r − s| > 3
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Introduction

The matrix P4 has the following form:

P4(r , r + 4) = (r + 1)(r + 2)(r + 3)(r + 4)
P4(r , r + 3) = −4r4 − 26r3 − 56r2 − 46r − 12
P4(r , r + 2) = 6r4 + 14r3 − 5r2 − 23r − 10
P4(r , r + 1) = −4r4 + 14r3 + 20r2 + r − 1
P4(r , r) = r4 − 16r3 + 30r2 +−4r + 1
P4(r + 1, r) = 4r3 − 18r2 − 2r + 1
P4(r + 2, r) = 6r2 − 4r − 5
P4(r + 3, r) = 4r + 2
P4(r + 4, r) = 1 for all (r − s) = 4
P4(r , s) = 0 if |r − s| > 4
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Introduction

General Results

Theorem

P j(r , s) = 0 if |r − s| > j for all j ∈ N

Theorem

P j(r + j , r) = 1 for all j ∈ N.

Theorem

P j(r , r + j) = (−1)j(r + 1)(j) for all j ∈ N, where (r + 1)(j) denotes the
rising factorial, (r + 1)(r + 2) . . . (r + j).
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Introduction

Proof

Proof.
Base case is clear.

Assume that P j(r , r + j) = (−1)j(r + 1)(j) for some j ∈ N.
Then

P j+1(r , r + j + 1) =
∞∑

k=0

P j(r , k)P(r + j , r + j + 1)

= P j(r , r + j)P(r + j , r + j + 1)

= (−1)j(r + 1)(j)(−r − j − 1)

= (−1)j+1(r + 1)(j)(r + j + 1)

= (−1)j+1(r + 1)(j+1)

SMILE @ Louisiana State University () July 5, 2012 21 / 28



Introduction

Proof

Proof.
Base case is clear.
Assume that P j(r , r + j) = (−1)j(r + 1)(j) for some j ∈ N.

Then

P j+1(r , r + j + 1) =
∞∑

k=0

P j(r , k)P(r + j , r + j + 1)

= P j(r , r + j)P(r + j , r + j + 1)

= (−1)j(r + 1)(j)(−r − j − 1)

= (−1)j+1(r + 1)(j)(r + j + 1)

= (−1)j+1(r + 1)(j+1)

SMILE @ Louisiana State University () July 5, 2012 21 / 28



Introduction

Proof

Proof.
Base case is clear.
Assume that P j(r , r + j) = (−1)j(r + 1)(j) for some j ∈ N.
Then

P j+1(r , r + j + 1) =
∞∑

k=0

P j(r , k)P(r + j , r + j + 1)

= P j(r , r + j)P(r + j , r + j + 1)

= (−1)j(r + 1)(j)(−r − j − 1)

= (−1)j+1(r + 1)(j)(r + j + 1)

= (−1)j+1(r + 1)(j+1)

SMILE @ Louisiana State University () July 5, 2012 21 / 28



Introduction

Some experimenting

P j=2
5 =

 0 1 2
−1 −3 −2

1 1 −4



P3
5 =


1 2 0 −6
−2 −1 10 18

0 −5 −15 6
1 3 −2 −35



P4
5 =


1 −1 −10 −12 24
1 12 30 −18 −144
−5 −15 1 129 132

2 −3 −43 −92 236
1 6 11 −59 −303


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1 12 30 −18 −144
−5 −15 1 129 132

2 −3 −43 −92 236
1 6 11 −59 −303



1
−1 = −1

SMILE @ Louisiana State University () July 5, 2012 22 / 28



Introduction

Some experimenting

P j=2
5 =

 0 1 2
−1 −3 −2

1 1 −4



P3
5 =


1 2 0 −6
−2 −1 10 18

0 −5 −15 6
1 3 −2 −35



P4
5 =


1 −1 −10 −12 24
1 12 30 −18 −144
−5 −15 1 129 132

2 −3 −43 −92 236
1 6 11 −59 −303



1
−1 = −1 2

1 = 2

SMILE @ Louisiana State University () July 5, 2012 22 / 28



Introduction

Some experimenting

P j=2
5 =

 0 1 2
−1 −3 −2

1 1 −4



P3
5 =


1 2 0 −6
−2 −1 10 18

0 −5 −15 6
1 3 −2 −35



P4
5 =


1 −1 −10 −12 24
1 12 30 −18 −144
−5 −15 1 129 132

2 −3 −43 −92 236
1 6 11 −59 −303



1
−1 = −1 2

1 = 2

P j=2
m (0,r+j)

P j=2
m (r+j,0)

= 2
1 = 2

SMILE @ Louisiana State University () July 5, 2012 22 / 28



Introduction

Some experimenting

P j=2
5 =

 0 1 2
−1 −3 −2

1 1 −4



P3
5 =


1 2 0 −6
−2 −1 10 18

0 −5 −15 6
1 3 −2 −35



P4
5 =


1 −1 −10 −12 24
1 12 30 −18 −144
−5 −15 1 129 132

2 −3 −43 −92 236
1 6 11 −59 −303



1
−1 = −1 2

1 = 2

P j=2
m (0,r+j)

P j=2
m (r+j,0)

= 2
1 = 2

2
−2 = −1

SMILE @ Louisiana State University () July 5, 2012 22 / 28



Introduction

Some experimenting

P j=2
5 =

 0 1 2
−1 −3 −2

1 1 −4



P3
5 =


1 2 0 −6
−2 −1 10 18

0 −5 −15 6
1 3 −2 −35



P4
5 =


1 −1 −10 −12 24
1 12 30 −18 −144
−5 −15 1 129 132

2 −3 −43 −92 236
1 6 11 −59 −303



1
−1 = −1 2

1 = 2

P j=2
m (0,r+j)

P j=2
m (r+j,0)

= 2
1 = 2

2
−2 = −1 0

0 = dne

SMILE @ Louisiana State University () July 5, 2012 22 / 28



Introduction

Some experimenting

P j=2
5 =

 0 1 2
−1 −3 −2

1 1 −4



P3
5 =


1 2 0 −6
−2 −1 10 18

0 −5 −15 6
1 3 −2 −35



P4
5 =


1 −1 −10 −12 24
1 12 30 −18 −144
−5 −15 1 129 132

2 −3 −43 −92 236
1 6 11 −59 −303



1
−1 = −1 2

1 = 2

P j=2
m (0,r+j)

P j=2
m (r+j,0)

= 2
1 = 2

2
−2 = −1 0

0 = dne −6
1 = −6

SMILE @ Louisiana State University () July 5, 2012 22 / 28



Introduction

Some experimenting

P j=2
5 =

 0 1 2
−1 −3 −2

1 1 −4



P3
5 =


1 2 0 −6
−2 −1 10 18

0 −5 −15 6
1 3 −2 −35



P4
5 =


1 −1 −10 −12 24
1 12 30 −18 −144
−5 −15 1 129 132

2 −3 −43 −92 236
1 6 11 −59 −303



1
−1 = −1 2

1 = 2

P j=2
m (0,r+j)

P j=2
m (r+j,0)

= 2
1 = 2

2
−2 = −1 0

0 = dne −6
1 = −6

P j=3
m (0,r+j)

P j=3
m (r+j,0)

= −6
1 = −6

SMILE @ Louisiana State University () July 5, 2012 22 / 28



Introduction

Some experimenting

P j=2
5 =

 0 1 2
−1 −3 −2

1 1 −4



P3
5 =


1 2 0 −6
−2 −1 10 18

0 −5 −15 6
1 3 −2 −35



P4
5 =


1 −1 −10 −12 24
1 12 30 −18 −144
−5 −15 1 129 132

2 −3 −43 −92 236
1 6 11 −59 −303



1
−1 = −1 2

1 = 2

P j=2
m (0,r+j)

P j=2
m (r+j,0)

= 2
1 = 2

2
−2 = −1 0

0 = dne −6
1 = −6

P j=3
m (0,r+j)

P j=3
m (r+j,0)

= −6
1 = −6

−1
1 = −1

SMILE @ Louisiana State University () July 5, 2012 22 / 28



Introduction

Some experimenting

P j=2
5 =

 0 1 2
−1 −3 −2

1 1 −4



P3
5 =


1 2 0 −6
−2 −1 10 18

0 −5 −15 6
1 3 −2 −35



P4
5 =


1 −1 −10 −12 24
1 12 30 −18 −144
−5 −15 1 129 132

2 −3 −43 −92 236
1 6 11 −59 −303



1
−1 = −1 2

1 = 2

P j=2
m (0,r+j)

P j=2
m (r+j,0)

= 2
1 = 2

2
−2 = −1 0

0 = dne −6
1 = −6

P j=3
m (0,r+j)

P j=3
m (r+j,0)

= −6
1 = −6

−1
1 = −1 −10

−5 = 2

SMILE @ Louisiana State University () July 5, 2012 22 / 28



Introduction

Some experimenting

P j=2
5 =

 0 1 2
−1 −3 −2

1 1 −4



P3
5 =


1 2 0 −6
−2 −1 10 18

0 −5 −15 6
1 3 −2 −35



P4
5 =


1 −1 −10 −12 24
1 12 30 −18 −144
−5 −15 1 129 132

2 −3 −43 −92 236
1 6 11 −59 −303



1
−1 = −1 2

1 = 2

P j=2
m (0,r+j)

P j=2
m (r+j,0)

= 2
1 = 2

2
−2 = −1 0

0 = dne −6
1 = −6

P j=3
m (0,r+j)

P j=3
m (r+j,0)

= −6
1 = −6

−1
1 = −1 −10

−5 = 2 −12
2 = −6

SMILE @ Louisiana State University () July 5, 2012 22 / 28



Introduction

Some experimenting

P j=2
5 =

 0 1 2
−1 −3 −2

1 1 −4



P3
5 =


1 2 0 −6
−2 −1 10 18

0 −5 −15 6
1 3 −2 −35



P4
5 =


1 −1 −10 −12 24
1 12 30 −18 −144
−5 −15 1 129 132

2 −3 −43 −92 236
1 6 11 −59 −303



1
−1 = −1 2

1 = 2

P j=2
m (0,r+j)

P j=2
m (r+j,0)

= 2
1 = 2

2
−2 = −1 0

0 = dne −6
1 = −6

P j=3
m (0,r+j)

P j=3
m (r+j,0)

= −6
1 = −6

−1
1 = −1 −10

−5 = 2 −12
2 = −6

24
1 = 24

SMILE @ Louisiana State University () July 5, 2012 22 / 28



Introduction

Some experimenting

P j=2
5 =

 0 1 2
−1 −3 −2

1 1 −4



P3
5 =


1 2 0 −6
−2 −1 10 18

0 −5 −15 6
1 3 −2 −35



P4
5 =


1 −1 −10 −12 24
1 12 30 −18 −144
−5 −15 1 129 132

2 −3 −43 −92 236
1 6 11 −59 −303



1
−1 = −1 2

1 = 2

P j=2
m (0,r+j)

P j=2
m (r+j,0)

= 2
1 = 2

2
−2 = −1 0

0 = dne −6
1 = −6

P j=3
m (0,r+j)

P j=3
m (r+j,0)

= −6
1 = −6

−1
1 = −1 −10

−5 = 2 −12
2 = −6

24
1 = 24
P j=4

m (0,r+j)
P j=4

m (r+j,0)
= 24

1 = 24

SMILE @ Louisiana State University () July 5, 2012 22 / 28



Introduction

Does this look familiar?
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m (r+j,0)
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P j=6
m (0,r+j)

P j=6
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= 720
1 = 720

...

− 1, 2, −6, 24, −120, 720, . . . = −1r (r !)

or the Alternating Factorials
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How to use this formula for our matrix

−1r (r !)P j
m(r ,0) = P j

m(0, r), r > 0
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What about the other rows and columns?

− 1r (r !)P j
m(r ,0) = (0, r), r > 0

−1r−1(r !)
1! P j

m(r ,1) = P j
m(1, r), r ≥ 0

−1r−2(r !)
2! P j

m(r ,2) = P j
m(2, r), r ≥ 0

−1r−3(r !)
3! P j

m(r ,3) = P j
m(3, r), r ≥ 0

...
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Introduction

General case for all rows and columns

−1r−s(r !)P j
m(r , s) = s!P j

m(r , s), r ≥ 0
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Introduction

Conclusions and Future Work

We were able to classify the structure of Pn completely for
n = 1,2,3,4.
We were able to classify the structure of the entries of the top and
bottom nonzero diagonals of Pn, as well as say which entries
could be nonzero.
We found a way of relating P j(r , s) to P j(s, r).
In the future we would like to :

Find a more general expression for the values of P j

Examine the 2-adic valuation of entries in P j

Consider P j modulo 3 ∗ 2k for different values of k .
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