# ORTHOGONAL FUNCTIONS: THE LEGENDRE, LAGUERRE, AND HERMITE POLYNOMIALS 

THOMAS COVERSON, SAVARNIK DIXIT, ALYSHA HARBOUR, AND TYLER OTTO


#### Abstract

The Legendre, Laguerre, and Hermite equations are all homogeneous second order Sturm-Liouville equations. Using the Sturm-Liouville Theory we will be able to show that polynomial solutions to these equations are orthogonal. In a more general context, finding that these solutions are orthogonal allows us to write a function as a Fourier series with respect to these solutions.


## 1. Introduction

The Legendre, Laguerre, and Hermite equations have many real world practical uses which we will not discuss here. We will only focus on the methods of solution and use in a mathematical sense. In solving these equations explicit solutions cannot be found. That is solutions in in terms of elementary functions cannot be found. In many cases it is easier to find a numerical or series solution.

There is a generalized Fourier series theory which allows one to write a function $f(x)$ as a linear combination of an orthogonal system of functions $\phi_{1}(x), \phi_{2}(x), \ldots, \phi_{n}(x), \ldots$ on $[a, b]$. The series produced is called the Fourier series with respect to the orthogonal system. While the coefficients, which can be determined by the formula $c_{n}=\frac{\int_{a}^{b} f(x) \phi_{n}(x) d x}{\int_{a}^{b} \phi_{n}^{2}(x) d x}$, are called the Fourier coefficients with respect to the orthogonal system. We are concerned only with showing that the Legendre, Laguerre, and Hermite polynomial solutions are orthogonal and can thus be used to form a Fourier series. In order to proceed we must define an inner product and define what it means for a linear operator to be selfadjoint.

Definition 1. We define an inner product $\left\langle y_{1} \mid y_{2}\right\rangle=\int_{a}^{b} y_{1}(x) \overline{y_{2}(x)} d x$ where $y_{1}, y_{2} \in C^{2}[a, b]$ and two functions aresaid to be orthogonal if $\left(y_{1} \mid y_{2}\right)=\int_{a}^{b} y_{1}(x) \overline{y_{2}(x)}=0$.
Definition 2. A linear operator $L$ is self-adjoint if $\left\langle L y_{1} \mid y_{2}\right\rangle=\left\langle y_{1} \mid L y_{2}\right\rangle$ for all $y_{1}, y_{2}$.

## 2. The Sturm-Liouville Theory

A Sturm-Liouville equation is a homogeneous second order differential equation of the form

$$
\begin{equation*}
\left[p(x) y^{\prime}\right]^{\prime}+q(x) y+\lambda r(x) y=0 \tag{2.1}
\end{equation*}
$$

where $p(x), r(x)>0$ on the interval $[a, b]$ and where the function $q(x)$ is real-valued. In order to make the problem simpler to solve we assume $p(x), p^{\prime}(x), r(x), q(x) \in C[a, b]$. We rewrite the equation in the form of an eigenvalue equation by defining a linear operator $L$ on $C^{2}[a, b]$ as

$$
\begin{equation*}
L y=\left[p(x) y^{\prime}\right]^{\prime}+q(x) y \tag{2.2}
\end{equation*}
$$

Once $L y$ is defined, the Sturm-Liouville equation can be written in the form

$$
\begin{equation*}
L y+\lambda r(x) y=0 \tag{2.3}
\end{equation*}
$$

Now we impose boundary conditions such that $y \in C^{2}[a, b]$ so that $L$ will be self-adjoint with respect to the inner product defined above which allows us to rewrite differential equations of the same form to show that its solutions $y_{1}, y_{2} \in C^{2}[a, b]$ form an orthogonal basis. It is also necessary to note that if $y \neq 0$ and $y \in B C^{2}[a, b]$ is a solution to $L y+\lambda r y=0$ then $y$ is an eigenfunction and $\lambda$ is an eigenvalue. Therefore $(y, \lambda)$ is an eigenpair.

Remark. We want to know the boundary conditions necessary for L to be self adjoint. We want $\left\langle L y_{1} \mid y_{2}\right\rangle-\left\langle y_{1} \mid L y_{2}\right\rangle=0$. Note that

$$
\begin{aligned}
& \left\langle\left[p(x) y_{1}^{\prime}\right]^{\prime}+q(x) y_{1} \mid y_{2}\right\rangle-\left\langle y_{1} \mid\left[p(x) y_{2}^{\prime}\right]^{\prime}+q(x) y_{2}\right\rangle \\
& =\int_{a}^{b}\left(p^{\prime} y_{1}^{\prime} \overline{y_{2}}+p y_{1}^{\prime \prime} \overline{y_{2}}+q y_{1} \overline{y_{2}}-y_{1} p^{\prime} \overline{y_{2}^{\prime}}-y_{1} p \overline{y_{2}^{\prime \prime}}-y_{1} \overline{q_{1} y_{2}}\right) d x \\
& =\int_{a}^{b}\left(p^{\prime} y_{1}^{\prime} \overline{y_{2}}+p y_{1}^{\prime \prime} \overline{y_{2}}-y_{1} p^{\prime} \overline{y_{2}^{\prime}}-y_{1} \overline{y_{2}^{\prime \prime}}\right) d x \\
& =\int_{a}^{b}\left[p\left(y_{1}^{\prime} \overline{y_{2}}-\overline{y_{2}^{\prime}} y_{1}\right)\right]^{\prime} d x \\
& =p(b)\left(y_{1}^{\prime}(b) \overline{y_{2}}(b)-\overline{y_{2}^{\prime}}(b) y_{1}(b)\right)-p(a)\left(y_{1}(a) \overline{y_{2}}(a)-\overline{y_{2}^{\prime}}(a) y_{1}(a)\right)
\end{aligned}
$$

In order for the equality to hold we wish to impose the boundary conditions $y(a)=y(b)=0 y^{\prime}(a)=y^{\prime}(b)=0$. With these conditions we say that $y \in B C^{2}[a, b]$.

Lemma 2.1. The eigenvalues of a Sturm-Liouville problem are real.
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Proof. Suppose $y \neq 0, y \in B C^{2}[a, b]$ is a solution and satisfies $L y+$ $\lambda r y=0$ and compute $\langle L y \mid y\rangle=\langle y \mid L y\rangle$.

$$
\begin{aligned}
L y & =-\lambda r y \\
\langle-\lambda r y \mid y\rangle & =\langle y \mid-\lambda r y\rangle \\
-\langle\lambda r y \mid y\rangle & =-\langle y \mid \lambda r y\rangle \\
\langle\lambda r y \mid y\rangle & =\langle y \mid \lambda r y\rangle \\
\lambda\langle r y \mid y\rangle & =\bar{\lambda}\langle y \mid r y\rangle \\
\lambda \int_{a}^{b} y \bar{y} r(x) d x & =\bar{\lambda} \int_{a}^{b} y \bar{y} r(x) d x \\
\lambda \int_{a}^{b}|y(x)|^{2} r(x) d x & =\bar{\lambda} \int_{a}^{b}|y(x)|^{2} r(x) d x \\
\bar{\lambda} & =\lambda \\
\therefore \lambda & \in \mathbb{R}
\end{aligned}
$$

With this equality, we have a new inner product called the weighted inner product

$$
\begin{equation*}
\left\langle y_{1} \mid y_{2}\right\rangle_{r}=\int_{a}^{b} y_{1}(x) \overline{y_{2}(x)} r(x) d x \tag{2.4}
\end{equation*}
$$

where $y_{1}, y_{2} \in C^{2}[a, b]$ and $(y \mid y)>0$ when $y \neq 0$.

Lemma 2.2. If $\left(y_{1}, \lambda_{1}\right),\left(y_{2}, \lambda_{2}\right)$ are eigenpairs where $\lambda_{1} \neq \lambda_{2}$ then $y_{1}$ and $y_{2}$ are orthogonal.
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Proof. We know that $L$ is self-adjoint becasue $y \in B C^{2}[a, b], L y=$ $-\lambda r y$, and $\lambda \in \mathbb{R}$.

$$
\begin{aligned}
\left\langle L y_{1} \mid y_{2}\right\rangle & =\left\langle y_{1} \mid L y_{2}\right\rangle \\
\left\langle-\lambda_{1} r y_{1} \mid y_{2}\right\rangle & =\left\langle y_{1} \mid-\lambda_{2} r y_{2}\right\rangle \\
-\left\langle\lambda_{1} r y_{1} \mid y_{2}\right\rangle & =-\left\langle y_{1} \mid \lambda_{2} r y_{2}\right\rangle \\
\left\langle\lambda_{1} r y_{1} \mid y_{2}\right\rangle & =\left\langle y_{1} \mid \lambda_{2} r y_{2}\right\rangle \\
\lambda_{1}\langle r y \mid y\rangle & =\lambda_{2}\left\langle y_{1} \mid r y_{2}\right\rangle \\
\lambda_{1} \int_{a}^{b} y_{1} \overline{y_{2}} r(x) d x & =\lambda_{2} \int_{a}^{b} y_{1} \overline{y_{2}} r(x) d x \\
\lambda_{1}\left\langle y_{1} \mid y_{2}\right\rangle_{r} & =\lambda_{2}\left\langle y_{1} \mid y_{2}\right\rangle_{r} \\
\left(\lambda_{1}-\lambda_{2}\right)\left\langle y_{1} \mid y_{2}\right\rangle_{r} & =0 \\
\left\langle y_{1}, y_{2}\right\rangle_{r} & =0
\end{aligned}
$$

Therefore $y_{1}$ and $y_{2}$ are orthogonal.

## 3. The Legendre Polynomials

The Legendre Differential Equation is

$$
\begin{equation*}
\left(1-x^{2}\right) y^{\prime \prime}-2 x y^{\prime}+n(n+1) y=0, n \in \mathbb{R}, x \in(-1,1) \tag{3.1}
\end{equation*}
$$

We know that $x=0$ is an ordinary point of equation (3.1). We see that when we divide by the coefficient $\left(1-x^{2}\right)$ that $x \in(-1,1)$. We will see later that the property of orthogonality falls out on the interval $[-1,1]$ by the Sturm-Liouville Theory. In order to find the series solution to this differential equation we will use the power series method.

$$
\text { Let } \begin{aligned}
y(x) & =\sum_{k=0}^{\infty} a_{k} x^{k} \\
y^{\prime}(x) & =\sum_{k=1}^{\infty} a_{k} k x^{k-1} \\
y^{\prime \prime}(x) & =\sum_{k=2}^{\infty} a_{k} k(k-1) x^{k-2}
\end{aligned}
$$

Insert these terms into the original equation (3.1) to obtain
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$$
\left(1-x^{2}\right) \sum_{k=2}^{\infty} a_{k} k(k-1) x^{k-2}-2 x \sum_{k=1}^{\infty} a_{k} k x^{k-1}+n(n+1) \sum_{k=0}^{\infty} a_{k} x^{k}=0 .
$$

which gives

$$
\begin{aligned}
\sum_{k=2}^{\infty} a_{k} k(k-1) x^{k-2}-\sum_{k=2}^{\infty} a_{k} k(k-1) x^{k}-2 \sum_{k=1}^{\infty} a_{k} k x^{k} \\
+n(n+1) \sum_{k=0}^{\infty} a_{k} x^{k}=0
\end{aligned}
$$

making powers and indicies equal

$$
\begin{aligned}
\sum_{k=0}^{\infty} a_{k+2}(k+2)(k+1) x^{k}-\sum_{k=0}^{\infty} a_{k} k(k-1) x^{k} & -2 \sum_{k=0}^{\infty} a_{k}(k) x^{k} \\
& +\sum_{k=0}^{\infty} n(n+1) a_{k} x^{k}=0
\end{aligned}
$$

simplify

$$
\sum_{k=0}^{\infty}\left[(k+2)(k+1) a_{k+2}-(k)(k-1) a_{k}-2 k a_{k}+n(n+1) a_{k}\right] x^{k}=0
$$

equating coefficients

$$
(k+2)(k+1) a_{k+2}-(k)(k-1) a_{k}-2 k a_{k}+n(n+1) a_{k}=0
$$

solving for $a_{k+2}$ gives us a recurrence relation

$$
\begin{equation*}
a_{k+2}=\frac{k(k+1)-n(n+1)}{(k+2)(k+1)} a_{k} . \tag{3.2}
\end{equation*}
$$
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Remark. We are looking for polynomial solutions. If we assume our solution has degree $L$ then

$$
\sum_{k=0}^{L} a_{k} x^{k}=a_{0}+a_{1} x+a_{2} x^{2}+\cdots+a_{L}+0 x^{L+1}+0 x^{L+2}+\cdots
$$

Where all the terms following $a_{L}$ will be zero, while $a_{L} \neq 0$. So we know,

$$
\begin{gathered}
a_{L+2}=a_{L} \frac{L(L+1)-n(n-1)}{(L+2)(L+1)}=0 \\
\frac{L(L+1)-n(n-1)}{(L+2)(L+1)}=0 \\
L(L+1)-n(n+1)=0 \\
L(L+1)=n(n+1) \\
L=n \text { or } L=-(n+1)
\end{gathered}
$$

So $L=n$ is our solution because all terms after $n+1$ are zero. Therefore the degree of our polynomial solution is $n$ where $n$ is an integer.

We get two linearly independent series solutions from the recurrence relation (3.2). The first solutions comes from the even values of $k$. While the second solution comes from the odds values of $k$. We assume $a_{0} \neq 0$ and $a_{1} \neq 0$.

$$
\begin{aligned}
y_{1}(x)=a_{0}[ & -\frac{n(n+1)}{2} x^{2}+\frac{(n-2) n(n+1)(n+3)}{4!} x^{4} \\
& \left.-\frac{(n-4)(n-2) n(n+1)(n+3)(n+5)}{6!} x^{6}+\cdots\right]
\end{aligned}
$$

$y_{2}(x)=a_{1}\left[x-\frac{(n-1)(n+2)}{3!} x^{3}+\frac{(n-3)(n-1)(n+2)(n+4)}{5!} x^{5}+\cdots\right]$
Where both solutions are valid for $x \in(-1,1)$. Finding the Legendre polynomials can be very long and difficult. There are many methods including Rodrigue's Formula that are useful in finding these
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$$
\begin{aligned}
P_{0}(x) & =1 \\
P_{1}(x) & =x \\
P_{2}(x) & =\frac{1}{2}\left(3 x^{2}-1\right) \\
P_{3}(x) & =\frac{1}{2} x\left(5 x^{2}-3\right) \\
P_{4}(x) & =\frac{1}{8}\left(35 x^{4}-30 x^{2}+3\right)
\end{aligned}
$$

By rewriting the Legendre Polynomial as a Sturm-Liouville problem, we can prove its orthgonality. We find that the operator can be written as

$$
L y=\left[\left(1-x^{2}\right) y^{\prime}\right]^{\prime} .
$$

where $f, g \in C[-1,1]$. After imposing the conditions that any $f, g \in$ $B C^{2}[-1,1]$ whenever $f, g$ meet the conditions. We want $\langle L f \mid g\rangle=$ $\langle f \mid L g\rangle$. That is we want $L$ to be self-adjoint.

$$
\begin{aligned}
& \langle L f \mid g\rangle-\langle f \mid L g\rangle=0 \\
& \int_{-1}^{1} L f(x) g(x)-f(x) L g(x) d x \\
& =\int_{-1}^{1}\left(\left(1-x^{2}\right) f^{\prime}\right)^{\prime} g(x)-f(x)\left(\left(1-x^{2}\right) g^{\prime}\right)^{\prime} d x \\
& =\int_{-1}^{1}\left(-2 x f^{\prime}+\left(1-x^{2}\right) f^{\prime \prime}\right) g-f\left(-2 x g^{\prime}-\left(1-x^{2}\right) g^{\prime \prime}\right) d x \\
& =\int_{-1}^{1}\left(1-x^{2}\right) f^{\prime \prime} g-2 x f^{\prime} g+2 x f g^{\prime}-\left(1-x^{2}\right) f g^{\prime \prime} d x \\
& =\int_{-1}^{1}\left[\left(1-x^{2}\right)\left(f^{\prime} g-g^{\prime} f\right)\right]^{\prime} d x \\
& =\left[\left(1-x^{2}\right)\left(f^{\prime} g-g^{\prime} f\right)\right]_{-1}^{1} \\
& =0 .
\end{aligned}
$$

Therefore $L$ is self-adjoint with no imposed conditions.

Let $y_{n}$ and $y_{m}$, where $n \neq m$, be polynomial solutions to the differential equation, $L y_{n}=-n(n+1) y$.

$$
\begin{aligned}
& -n(n+1)\left\langle y_{n} \mid y_{m}\right\rangle \\
& =\left\langle L y_{n} \mid y_{m}\right\rangle \\
& =\left\langle y_{n} \mid L y_{m}\right\rangle \\
& =\left\langle y_{n} \mid-m(m+1) y_{m}\right\rangle \\
& =-m(m+1)\left\langle y_{n} \mid y_{m}\right\rangle
\end{aligned}
$$

So, $-n(n+1)\left\langle y_{n} \mid y_{m}\right\rangle=-m(m+1)\left\langle y_{n} \mid y_{m}\right\rangle$, since $n \neq m,\left\langle y_{n} \mid y_{m}\right\rangle=0$. We could have also used Lemma (2.2) to say that the Legendre polynomials are orthogonal due to the Sturm-Liouville theory. The Legendre polynomaials are orthogonal on the interval $[-1,1]$ with respect to the the weight function $r(x)=1$.

## 4. The Laguerre Polynomials

The Laguerre differential equation is

$$
\begin{equation*}
x y^{\prime \prime}+(1-x) y^{\prime}+n y=0, n \in \mathbb{R}, x \in[0, \infty) . \tag{4.1}
\end{equation*}
$$

We know that $x=0$ is a regular singular point of equation (4.1). In order to find the series solution to this differential equation we must use the Frobenius method which is useful for solving equations of the form

$$
\begin{equation*}
x^{2} y^{\prime \prime}+x p(x) y^{\prime}+q(x) y=0 . \tag{4.2}
\end{equation*}
$$

We will use the Frobenius method to find a series solution to equation (4.1) of the form

$$
\begin{equation*}
y_{1}(x)=x^{r} \sum_{k=0}^{\infty} a_{k} x^{k}, a_{0} \neq 0 \tag{4.3}
\end{equation*}
$$

where $r$ is the root of the indicial equation

$$
\begin{equation*}
r(r-1)+p_{0} r+q_{0} . \tag{4.4}
\end{equation*}
$$

We compare the Laguerre equation(4.1) to our standard form equation (4.2). We multiply (4.1) by $x$ to obtain the equation

$$
\begin{equation*}
x^{2}+(1-x) x y^{\prime}+n x y \tag{4.5}
\end{equation*}
$$

We see that

$$
\begin{array}{rll}
p(x)=(1-x) & \text { and } & q(x)=n x \\
p(0)=1 & \text { and } & q(0)=0 .
\end{array}
$$

Hence our indicial equation is

$$
r(r-1)+r=0
$$

or

$$
r^{2}=0
$$

Thus the roots of the indcial equation are $r_{1}=r_{2}=0$. Both roots are equal so we will have a second linearly independent equation, which we will not use, of the the form

$$
\begin{equation*}
y_{2}(x)=y_{1}(x) \ln x+x^{r_{1}} \sum_{k=0}^{\infty} b_{k} x^{k} . \tag{4.6}
\end{equation*}
$$

We will now find the recurrence realtion for the coefficients for $y_{1}(x)$ by direct substitution of $y_{1}(x)$ into equation (4.1).

$$
\begin{aligned}
& y(x)=x^{r} \sum_{k=0}^{\infty} a_{k} x^{k}=\sum_{k=0}^{\infty} a_{k} x^{(k+r)} \\
& y^{\prime}(x)=\sum_{k=1}^{\infty}(k+r) a_{k} x^{(k+r-1)} \\
& y^{\prime \prime}(x)=\sum_{k=2}^{\infty}(k+r)(k+r-1) a_{k} x^{(k+r-2)}
\end{aligned}
$$

Plug above equations into (4.1) to get

$$
\begin{aligned}
x \sum_{k=2}^{\infty}(k+r)(k+r-1) a_{k} x^{(k+r-2)} & +(1-x) \sum_{k=1}^{\infty}(k+r) a_{k} x^{(k+r-1)} \\
& +n \sum_{k=0}^{\infty} a_{k} x^{(k+r)}=0
\end{aligned}
$$

which gives us

$$
\begin{aligned}
\sum_{k=2}^{\infty}(k+r)(k+r-1) a_{k} x^{(k+r-1)} & +\sum_{k=1}^{\infty}(k+r) a_{k} x^{(k+r-1)} \\
& -\sum_{k=1}^{\infty}(k+r) a_{k} x^{(k+r)} \\
& +\sum_{k=0}^{\infty} n a_{k} x^{(k+r)}=0
\end{aligned}
$$

making all powers equal

$$
\begin{aligned}
\sum_{k=1}^{\infty}(k+r+1)(k+r) a_{k+1} x^{(k+r)} & +\sum_{k=0}^{\infty}(k+r+1) a_{k+1} x^{(k+r)} \\
& -\sum_{k=1}^{\infty}(k+r) a_{k} x^{(k+r)} \\
& +\sum_{k=0}^{\infty} n a_{k} x^{(k+r)}=0
\end{aligned}
$$

set $r=0$ to get

$$
\begin{aligned}
\sum_{k=1}^{\infty}(k+1)(k) a_{k+1} x^{k} & +\sum_{k=0}^{\infty}(k+1) a_{k+1} x^{k} \\
& -\sum_{k=1}^{\infty} k a_{k} x^{k} \\
& +\sum_{k=0}^{\infty} n a_{k} x^{k}=0 .
\end{aligned}
$$

for the terms with $k=1$ we see that the $k=0$ terms add nothing so

$$
\sum_{k=0}^{\infty}\left[(k+1)(k) a_{k+1}+(k+1) a_{k+1}-k a_{k}+n a_{k}\right] x^{k}=0 .
$$

Due to the uniqueness of a power series we set the coefficients equal to zero and solve for the recurrence relation.

$$
\begin{aligned}
& {\left[(k+1)(k) a_{k+1}+(k+1) a_{k+1}-k a_{k}+n a_{k}\right]=0} \\
& {[(k+1)(k)+(k+1)] a_{k+1}+(-k+n) a_{k}=0} \\
& a_{k+1}=\frac{(k-n) a_{k}}{[(k+1)(k)+(k+1)]}
\end{aligned}
$$

The coefficients are

$$
\begin{aligned}
a_{1} & =-n a_{0} \\
a_{2} & =\frac{(1-n) a_{1}}{4}=\frac{n(n-1) a_{0}}{2^{2}} \\
a_{3} & =\frac{(2-n) a_{2}}{9}=\frac{-n(n-1)(n-2) a_{0}}{2^{2} \cdot 3^{2}} \\
a_{4} & =\frac{(3-n) a_{3}}{16}=\frac{n(n-1)(n-2)(n-3) a_{0}}{2^{2} \cdot 3^{2} \cdot 4^{2}} \\
& \\
a_{k} & =\frac{[(k-1)-n] a_{k-1}}{k^{2}}=\frac{(-1)^{k} n(n-1)(n-2) \ldots(n-k+1)}{2^{2} \cdot 3^{2} \cdot 4^{2} \cdots k^{2}} \\
& =\frac{(-1)^{k} n!a_{0}}{(k!)^{2}(n-k)!}
\end{aligned}
$$

Therefore by substituting these coefficients into equation (4.3) we obtain the series solution for equation (4.1).

$$
\begin{align*}
y_{n}(x)=a_{0}(1 & -n x+\frac{n(n-1)}{2^{2}} x^{2}-\frac{n(n-1)(n-2)}{2^{2} \cdot 3^{2}} x^{3}  \tag{4.7}\\
& +\frac{n(n-1)(n-2)(n-3) a_{0}}{2^{2} \cdot 3^{2} \cdot 4^{2}} x^{4}+\cdots \\
& \left.+\frac{(-1)^{k} n!}{(k!)^{2}(n-k)!} x^{k}+\cdots\right)
\end{align*}
$$

Which is

$$
\begin{equation*}
y_{n}(x)=\sum_{k=0}^{\infty} \frac{(-1)^{k} n!a_{0}}{(k!)^{2}(n-k)!} x^{k}, k=0,1,2, \ldots \tag{4.8}
\end{equation*}
$$

When $n=0,1,2,3, \ldots$ the series (4.7) ends. That is the terms after the $n$th term are zero. If we take $a_{0}$ to be $k$ ! then we get polynomials. We call these polynomials Laguerre polyomials. The Laguerre Polynomials
are

$$
\begin{align*}
& L_{0}(x)=1  \tag{4.9}\\
& L_{1}(x)=-x+1 \\
& L_{2}(x)=x^{2}-4 x+2 \\
& L_{3}(x)=-x^{3}+9 x^{2}-18 x+6 \\
& L_{4}(x)=x^{4}-16 x^{3}+72 x^{2}-96 x+24 \\
& \\
& L_{n}(x)=\sum_{k=0}^{n} \frac{(-1)^{k}(n!)^{2}}{(k!)^{2}(n-k)!} x^{k}
\end{align*}
$$

The Laguerre equation is a Sturm-Liouville equation. By showing that it is one we will show that the Laguerre polynomials are orthogonal. By doing so we will be able to express more complicated functions with these polynomials. The polynomials are said to be orthogonal with respect to a weight function.

Equation (4.1) can be written in this form, but first we must multiply equation (4.1) by $r(x)$ and solve for $r(x)$.

$$
\begin{equation*}
r(x) x y^{\prime \prime}+r(x)(1-x) y^{\prime}+n r(x) y=0 . \tag{4.10}
\end{equation*}
$$

We see by comparing (4.10) to equation (4.1) that

$$
\begin{align*}
& p(x)=x r(x)  \tag{4.11}\\
& p^{\prime}(x)=r(x)(1-x) \tag{4.12}
\end{align*}
$$

We take the derivative of (4.11) and we obtain

$$
\begin{equation*}
p^{\prime}(x)=x r^{\prime}(x)+r(x) \tag{4.13}
\end{equation*}
$$

Setting equation (4.12) equal to (4.13) and solving we get

$$
\begin{aligned}
& x r^{\prime}(x)+r(x)=r(x)-x r(x) \\
& x r^{\prime}(x)+x r(x)=0 \\
& r^{\prime}(x)+r(x)=0
\end{aligned}
$$

Therefore

$$
r(x)=c e^{-x}
$$

Equation (4.10) now becomes

$$
\begin{align*}
& x e^{-x} y^{\prime \prime}+e^{-x}(1-x) y^{\prime}+n e^{-x} y=0  \tag{4.14}\\
& \left(e^{-x} x y^{\prime}\right)^{\prime}+n e^{-x} y=0 \tag{4.15}
\end{align*}
$$

where

$$
\begin{equation*}
L=\left(e^{-x} x y^{\prime}\right)^{\prime} \tag{4.16}
\end{equation*}
$$

In order to prove that the polynomial solutions to the Laguerre equation are orthogonal we must first prove that (4.16) is self adjoint.We let $y_{1}$ and $y_{1}$ be Laguerre polynomials.

$$
\begin{aligned}
\left\langle L\left(y_{1}\right) \mid y_{2}\right\rangle & =\int_{0}^{\infty} L\left(y_{1}\right) y_{2} d x \\
& =\int_{0}^{\infty}\left(e^{-x} x y_{1}^{\prime}\right)^{\prime} y_{2} d x \\
& =\left.e^{-x} x y_{1}^{\prime} y_{2}\right|_{0} ^{\infty}-\int_{0}^{\infty} e^{-x} x y_{1}^{\prime} y_{2}^{\prime} d x \\
& =0-0-\int_{0}^{\infty} e^{-x} x y_{1}^{\prime} y_{2}^{\prime} d x \\
& =-\int_{0}^{\infty} e^{-x} x y_{1}^{\prime} y_{2}^{\prime} d x \\
& =-\left(\left.y_{1} e^{-x} x y_{2}^{\prime}\right|_{0} ^{\infty}-\int_{0}^{\infty} y_{1}\left(e^{-x} x y_{2}^{\prime}\right)^{\prime} d x\right) \\
& =\int_{0}^{\infty} y_{1}\left(e^{-x} x y_{2}^{\prime}\right)^{\prime} d x \\
& =\left\langle y_{1} \mid L\left(y_{2}\right)\right\rangle
\end{aligned}
$$

We know that $y_{1}$ and $y_{2}$ are continuous at 0 . We also see that the weighting function $r(x)=e^{-x}$ causes

$$
\begin{aligned}
& \lim _{x \rightarrow \infty} e^{-x} x y_{1} y_{2}^{\prime}=0, \lim _{x \rightarrow \infty} e^{-x} x y_{1}^{\prime} y_{2}=0 \\
& \lim _{x \rightarrow 0} e^{-x} x y_{1}^{\prime} y_{2}=0, \lim _{x \rightarrow 0} e^{-x} x y_{1} y_{2}^{\prime}=0
\end{aligned}
$$

Here we do not need to impose boundary conditions. Also by Lemma (2.2) we can see that the polynomial solutions to the Laguerre equations are orthogonal on the interval $[0,-\infty)$ with respect to the weight function $r(x)=e^{-x}$.

## 5. Hermite Polynomials

The Hermite differential equation is

$$
\begin{equation*}
y^{\prime \prime}-2 x y^{\prime}+2 n y=0 n \in \mathbb{R}, x \in(-\infty, \infty) \tag{5.1}
\end{equation*}
$$

We know that $x=0$ is an ordinary point of equation (5.1). We may use the power series method to find the polynomial solutions.

$$
\begin{aligned}
& y=\sum_{k=0}^{\infty} a_{k} x^{k} \\
& y^{\prime}=\sum_{k=0}^{\infty} a_{k} k x^{k-1}=\sum_{k=0}^{\infty} a_{k+1}(k+1) x^{k} \\
& y^{\prime \prime}=\sum_{k=0}^{\infty} a_{k+1}(k+1) x^{k-1}=\sum_{k=0}^{\infty} a_{k+2}(k+2)(k+1) x^{k}
\end{aligned}
$$

By substitution,

$$
\begin{aligned}
& \sum_{k=0}^{\infty} a_{k+2}(k+2)(k+1) x^{k}-2 x \sum_{k=0}^{\infty} a_{k+1}(k+1) x^{k}+2 n \sum_{k=0}^{\infty} a_{k} x^{k}=0 \\
& \sum_{k=0}^{\infty} a_{k+2}(k+2)(k+1) x^{k}-2 \sum_{k=0}^{\infty} a_{k+1}(k+1) x^{k+1}+\sum_{k=0}^{\infty} 2 n a_{k} x^{k}=0 \\
& \sum_{k=0}^{\infty} a_{k+2}(k+2)(k+1) x^{k}+\sum_{k=0}^{\infty} 2 n a_{k} x^{k}-2 \sum_{k=0}^{\infty} a_{k} k x^{k}=0 \\
& \sum_{k=0}^{\infty}\left[a_{k+2}(k+2)(k+1) x^{k}+2 a_{k}(n-k)\right] x^{k}=0
\end{aligned}
$$

THOMAS COVERSON, SAVARNIK DIXIT, ALYSHA HARBOUR, AND TYLER OTTO
We obtain the recurrence realation by seting the coefficients equal to zero. This recurrence relation is

$$
a_{k+2}=\frac{-2(n-k)}{(k+2)(k+1)} a_{k}
$$

Remark. We are looking for polynomial solutions. If we assume our solution has degree $L$ then

$$
\sum_{k=0}^{L} a_{k} x^{k}=a_{0}+a_{1} x+a_{2} x^{2}+\cdots+a_{L}+0 x^{L+1}+0 x^{L+2}+\cdots
$$

Where all the terms following $a_{L}$ will be zero, while $a_{L} \neq 0$. By our recursion formula, we know

$$
\begin{aligned}
a_{L+2}=a_{L} \frac{-2(n-L)}{(L+2)(L+1)} & \\
\frac{-2(n-L)}{(L+2)(L+1)} & =0 \\
-2(n-L) & =0 \\
n-L & =0 \\
n & =L
\end{aligned}
$$

So $L=n$ is our solution because all terms after $n+1$ are zero. Therefore the degree of our polynomial solution is n where n is an integer.So we can rewrite a polynomial of degree L as

$$
\sum_{k=0}^{n} a_{k} x^{k}
$$

where n must be an integer. This means we can find polynomial solutions where $a_{k}$ is determined by the recurrence relation above.

After evaluating the Hermite recurrence relation we find that the polynomials solutions are

$$
\begin{aligned}
& P_{0}(x)=1 \\
& P_{1}(x)=2 x \\
& P_{2}(x)=4 x^{2}-2 \\
& P_{3}(x)=8 x^{3}-12 x \\
& P_{4}(x)=16 x^{4}-48 x^{2}+12
\end{aligned}
$$

In order to show that the polynomial solutions are orthogonal we must put the Hermite equation into the Sturm-Liouville form by finding some $r(x)$ by which we will multiply the equation (5.1). As in the case of the Laguerre equation we solve a differential equation of $r(x)$ to get $r(x)=e^{-x^{2}}$. After multiplying equation (5.1) by $r(x)$ we get

$$
\begin{aligned}
& \left(e^{-x^{2}} y^{\prime}\right)^{\prime}+2 n e^{-x^{2}} y=0 \\
& e^{-x^{2}} y^{\prime \prime}-2 x e^{-x^{2}} y^{\prime}+2 n e^{-x^{2}} y=0
\end{aligned}
$$

We find the linear operator in our case to be $L y=\left(e^{-x^{2}} y^{\prime}\right)^{\prime}$ and $\lambda r(x)=$ $2 n e^{-x^{2}} y$. Now, we want $L$ to be self-adjoint for any two polynomial solutions $f$ and $g, f \neq g$, on the interval $C(-\infty, \infty)$ so we want

$$
\begin{aligned}
& \langle L f \mid g\rangle=\langle f \mid L g\rangle \\
& \langle L f \mid g\rangle-\langle f \mid L g\rangle=0
\end{aligned}
$$

So

$$
\langle L f \mid g\rangle-\langle f \mid L g\rangle=\int_{-\infty}^{\infty} L f(x) g(x)-f(x) L g(x) d x=0
$$

For Hermite solutions, $L y=\left[e^{-x^{2}} y^{\prime}\right]^{\prime}$, so we want to place restrictions on $f$ and $g$ so that

$$
\int_{-\infty}^{\infty} L f(x) g(x)-f(x) L g(x) d x=0
$$

From the Sturm-Liouville theory we get

$$
\begin{aligned}
& \int_{-\infty}^{\infty}\left(e^{-x^{2}} f^{\prime}(x)\right)^{\prime} g(x)-f(x)\left(e^{-x^{2}} g^{\prime}(x)\right)^{\prime} d x \\
& =\int_{-\infty}^{\infty}\left[\left(e^{-x^{2}}\right)\left(f^{\prime}(x) g(x)-g^{\prime}(x) f(x)\right)\right]^{\prime} d x
\end{aligned}
$$

After further evaluation as in the Legendre case we obtain

$$
\begin{aligned}
& \lim _{a \rightarrow-\infty}\left[\left(e^{-x^{2}}\right)\left(f^{\prime}(x) g(x)-g^{\prime}(x) f(x)\right)\right]_{a}^{0} \\
+ & \lim _{b \rightarrow \infty}\left[\left(e^{-x^{2}}\right)\left(f^{\prime}(x) g(x)-g^{\prime}(x) f(x)\right)\right]_{0}^{b}
\end{aligned}
$$

We want

$$
\lim _{x \rightarrow \pm \infty} e^{-x^{2}} f(x) g^{\prime}(x)=0
$$

for all $f, g \in B C^{2}(-\infty, \infty)$. So we impose the following conditions on the space of functions we consider

$$
\lim _{x \rightarrow \pm \infty} e^{-x^{2} / 2} h(x)=0
$$

and

$$
\lim _{x \rightarrow \pm \infty} e^{-x^{2} / 2} h^{\prime}(x)=0
$$

for all $h \in C^{2}(-\infty, \infty)$. The Hermite polynomials are orthogonal on the interval $(-\infty, \infty)$ with respect to the weight function $r(x)=e^{-x^{2}}$ by Lemma (2.2).
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