A PREDATOR-PREY MATHBIOLOGY MODEL
SHANE BROUSSARD, BERNARD RILEY, AND ARGEN WEST

ABSTRACT. The goal of this project is to come up with a dyni-
matical system that represents an eco-system of three populations.
Then apply theorems and methods learned in class to detemine
under which contiditons this population can co-exsist.

After much trial and error, We came up with this model. Which is
a two predator and one prey model.

dx/dt = x(Bz — x)
dy/dt = y(vz — a)
dz/dt = z(0 — px — ny)

<O{7677707¢77]>0>

e x represents the population of the first predator.

e y represents the population of the second predator.

e 7 represents the population of the prey.

e 3z represents the per captia gain to the first predator.

~vz represents the per captia gain to the second predator.

e « represents the rate for which the second predator is harvested.

e 0 represents the birth rate constant of the prey z.

e ¢x represents the per captia loss of the prey due to the first
predator.

e 7y represents the per captia loss of the prey due to the second
predator.

In dx/dt we can see that as the population of x increases its death rate
also increases. Thus if betaz < z, dz/dt will have a carrying capcity.

If In dy/dt, gammaz < alpha , then the second preadator will die off.
1
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And in the absence of predators dz/dt will grow with out bound. Which
brings us to the main focus of this project. Under what conditions can
this model be a viable stable eco-system.

First we find the critical points for our system.
(1) (0,0,0)

Then We can use a Jacobian Matrix to linearize our system.

fol@,y,2) fy(z,y,2) fa(z,y,2)
J = g:r(xayvz) gy(may72) gz(xawa)
( ) hy(l’,y,Z) hz(l',y,Z)

Now by plugging in our Critical points into the Jacobian matrix,
When can take its eignvalues to prove stabily.

Lemma 0.1. The critical point is stable if the eigenvuales of its matrix
have all negative parts or negative real parts. If one of its eigenvalues
18 positive the point is unstable.

First we will look at the origin, (0,0,0). Plugging in our values for x,
y, and z, we can attain our H, matrix.

0 0 0
J(0,0,0)=[0 —a 0
0 0 0

To find the roots of the system, it is easiest to take the determinant
of a A x [ — Hy, which yields:

A 0
AxI—J(0,0,00=10 A+a 0
0 0

This gives us our roots to this H, matrix fairly readily as the deter-
minant yeilds the equation
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AN+ a)A—0) =0

Thus A\; =0, A\s = —a, and A3 = 6. Since \; £ 0 and A3 £ 0, and all
roots must be negative for the Lemma’s criterion to be met, this point
can be immediately said to be unstable.

Next we will analyze the critical point (0, 2, %) Plugging in our
values for x, y, and z, we can attain our Hy matrix.
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To find the roots of the system, it is easiest to take the determinant
of a A x [ — Hy, which yields:

Ax I —J(0,
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Which yeilds a P(\) that looks like this:

@)« 7‘9)@ 0+ 1% L ag) =0
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and reduces farther to:

I TV BN AL L
(= SN+ 0=+ (£5) =0

9+ﬁ_ﬂi\/(ﬂ_9_ﬁ)2_4ﬁ
Thus /\1 = 77 )\23 ! . U Since /\1 % 0 and
all roots must be negative for the Lemma s criterion to be met, this

point can be immediately said to be unstable.

Next we will analyze the critical point ( ,0, ﬁ9¢) Plugging in our

values for x, y, and z, we can attain our Hy matrlx
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To find the roots of the system, it is easiest to take the determinant
of a Ax I — Hy, which yields:

2 _ 98
vrilo [0 A o
(b? 7ﬂ¢ ¢ /767(5
3 & A
B B¢
Which yeilds a P(\) that looks like this:
0 ~0 03 0 ~6
O+ PUta=gg)-grghta-g)
Thus Al — _W7 )\2 _ %2¢+9+\/¢927402¢’and )\3 _ _%72(1),94, ¢/927402¢

Since Ay # 0, and all roots must be negative for the Lemma’s crite-
rion to be met, this point can be immediately said to be unstable.

Now for our last crtical point. We will use Routh-Hirwitz Theorem.

Theorem 0.2. Given the Polynomial,

PN =\"+a « A 4 a, 1 % A+ a,

where the coefficients a; are real constants, i = 1,...,n, define the n
Huwitz matrices using the coefficients of a; of the characteristic poly-
nomaial

a 1 aq 1 0
H, = (@1) ,Hy = ! yHy=|a3 az a
s @ as a4 ag

and
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ap 1 0 0 0
a3 a2 ap 1 0
H,=|a a1 az a 0
o 0 0o o0 - a,

where a; = 0 if j > n. All the roots of the polynomial P(\) are
negative or have negative real parts iff the determinants of all Hurwitz
matrices are positive:

detHj > 0,] = 1,2, .

When n = 2, the Routh-Hurwitz criteria simplify to detH; = a; > 0
and

a; 1
detHy = det (01 a2> = aias >0
or a; > 0 and ay > 0. For polynomials of degree n = 2,3,4 and 5,
the Routh-Hurwitz criteria are as follows:

n=2,a, >0,ay >0
n=3;a, > 0,a3 > 0,a1as >0

0—bBe
Now we will analyze the critical point (i—a, %, %) Plugging in our

values for x, y, and z, we can attain our H, matrix. In this example
we will keep our matrix in terms of x, y, and z instead of simplifying
them at first.

0 — $3% —Bz 0 px
J(ﬁ—a, ool =0 0
ot noy —¢r —mz 0

To find the roots of the system, it is easiest to take the determinant
of a A x I — Hy, which yields:

0 — bR A0z 0 —px
)\*[_J(ﬁ_a’ﬂ’g): 0 A —YY
Y n Y bz nz A
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Which yeilds a P()\) that looks like this:

(A + B2)(A + (ynyz)) + (\Bozz) = 0

Which can be simplified further to the form:

A+ N2(B2) + Aynyz + Boxz) + Bryyz”

Using Theorem 0.2, we can now look to show that a; > 0, a3 > 0,
and that ajas > as.

It is clear that a; and ag are both non-negative regardless of the
values of 3, n, or 7, so all that is required is proving that a;as > as.

aay = Bynyz* + BPoxz® > ny Py
A little bit of algebra will show that:

FPoxrz? >0

Plugging in the values at our critical point gives us:

Bl
3
Note: The above equation excludes x, y, and z since we put the
model in terms of the critical point value.
Any time in which the above criterion is met, the model is stable
and each of the distinct populations will remain viable.
Now By using Liapunov’s Theorem we can prove global stability.

>0

Liapunov’sTheorem
Let (0,0) be an equailibrium of the autonomous system. And let V
be a positive definite ¢! function in a nieghborhood U of the origin.

(i) dV(x,y)/dt < O0for(x,y)e U — (0,0), then(0,0)isstable.
(i1)dV(x,y)/dt< 0for(x,y)e U—(0,0), then(0, 0)isasymtoticallystable.
(119)dV (x,y)/dt> Ofor(x,y)e U — (0,0), then(0, 0)isunstable.
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Now by using V = a(z — & — Zln(z/z) + b(y — y — yln(y/y) + c¢(z —
z—zln(z/2)

We get a(z —1)(Bz+x) +b(y — 1)(yz —a) + c(z — 1)(0 — ¢z — ny)
By letting a8 = c¢p by =cn
We can do some algerbra to cancel out terms to prove that this dV (z,y, z)/dt
i 2) is globally

n o 'y

satisfies Liapunov’s Theorem. Thus proving (ﬂW—O‘,
stable.
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