Numerical implementation of the variational formulation for quasi-static brittle fracture
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This paper presents the analysis and implementation of the variational formulation of quasi-static brittle fracture mechanics proposed by G. A. Francfort and J.-J. Marigo in 1998. We briefly present the model itself, and its variational approximation in the sense of $\Gamma$-convergence. We propose a numerical algorithm based on Alternate Minimizations and prove its convergence under restrictive assumptions. We establish a new necessary condition for optimality for the entire time evolution from which we derive the Backtracking algorithm. We give some elements of analysis of the Backtracking algorithm on a simple problem. We present realistic numerical simulation of a traction experiment on a fiber-reinforced matrix, and of the propagation of cracks in a perforated sample under mode-I loading.

Introduction

Fracture mechanics is a very active area of research with vital applications. In recent years, the unexpected collapse of terminal 2E at Charles de Gaulle airport in France, the disintegration of the Columbia space shuttle upon re-entry, or the crash of American Airlines Flight 582 over Queens, NY were all linked to unexpected fracture. In the area of brittle fracture (which encompass materials as diverse as ceramics, glass, and concrete), many commonly accepted theories, based on Griffith’s criterion \cite{Gri21}, focus on the propagation of an isolated, pre-existing crack along a given path. In terms of numerical implementation, perhaps the most well-known classes of methods are based on cohesive models and finite elements \cite{XN94,C096}, or on the extended finite element method \cite{MDB99}. The efficiency and versatility of both types of methods have been demonstrated in the literature, although they can also have their weaknesses, including mesh dependency when the crack path is not known beforehand, or difficulty in accounting for initiation and branching.

The work presented here follows an original approach proposed by G. A. Francfort and J.-J. Marigo in \cite{FM98} for quasi-static problems under fixed displacement boundary conditions. Its main virtue is to remain largely compatible with Griffith theory, departing as little as possible to allow crack nucleation, branching, path identification, and interactions between multiple cracks. However, these benefits have a cost in terms of complexity of the numerical implementation. The Francfort–Marigo formulation involves the global minimization of a total energy with respect to any admissible crack set and displacement field, and requires specialized numerical tools which we present in this article. We restrict our numerical experiments to problems simple enough to be rigorously analyzed instead of engaging in very large scale experiments, which is the focus of some pending work.

† E-mail: bourdin@math.lsu.edu
In Section 1, we briefly introduce the Francfort–Marigo model, and detail some of the properties of special interest in view of its numerical implementation. Section 2 is entirely devoted to the description and analysis of the algorithms we introduce: the Alternate Minimizations algorithm is studied in Section 2.3, and the Backtracking algorithm presented in Section 2.4. In Section 3, we conduct a deeper analysis of the Backtracking algorithm, applied to a simple uni-axial traction problem, and present numerical experiments. Lastly, in Section 4 we revisit the fiber pull-out experiment presented in [BFM00, DLM07], and present the numerical simulation of a mode-I experiment on a perforated plate.

1. Francfort and Marigo’s model for quasi-static brittle fracture

We only briefly recall the essential points of the variational approach to brittle fracture, and refer the reader to the reference above as well as to more recent developments presented in [FL03, DFT04, Cha04, Cha05, BFMar] for a comprehensive presentation and analysis of the model.

In all that follows, we consider an open bounded connected domain \( \Omega \subset \mathbb{R}^N \) (\( N = 1, 2, 3 \)) with Lipschitz boundary \( \partial \Omega \) representing the crack-free reference configuration of an elastic body. We consider the time interval \([0, T]\) during which we apply a time-dependent displacement boundary condition \( g(t; x) \) on a part \( \partial \Omega_D \subset \partial \Omega \) with non-null measure, while the remaining part, \( \partial \Omega_N := \partial \Omega \setminus \partial \Omega_D \), remains traction free. For technical reasons better presented in [BFM00, FL03], we consider an extended domain \( \tilde{\Omega} \) such that \( \overline{\Omega} \subset \tilde{\Omega} \), and an extension (still denoted \( g \)) of the Dirichlet boundary condition on \( \overline{\Omega} \).

Francfort and Marigo’s model relies on two main ingredients: identifying the cracks in a material with the discontinuity set of its displacement field, and—extending Griffith’s ideas—deriving the crack evolution from the global minimization of an energy involving competition between bulk and surface terms. The following definition states the form of the kinematically admissible displacement fields, elastic potential, and the total energy for three types of problems.

**Definition 1** Let \( g \) be such that

\[
g \in L^\infty([0, T]; L^\infty(\tilde{\Omega})) \cap W^{1,1}([0, T]; H^1(\tilde{\Omega})).
\]

The set \( K_A(t) \) of kinematically admissible functions and the elastic potential \( W \) are defined as follows:

1. In the *elasticity problem*, one considers

\[
W(e(u)) := \frac{1}{2}(\lambda \text{tr} e(u) I + 2\mu e(u)) : e(u),
\]

where \( \lambda \) and \( \mu \) are the Lamé coefficients of the material considered, \( e(u) \) is the symmetrized gradient of \( u \), and “:” represents the dot product of symmetric matrices. The set of kinematically admissible displacements is defined as

\[
K_A(t) := \{ u \in SBD(\tilde{\Omega}) : u = g(t) \text{ a.e. in } \tilde{\Omega} \setminus \tilde{\Omega}; \|u\|_\infty \leq M \},
\]

for some given \( M \). The role of the constant \( M \) is purely technical, and does not affect the practical applications.

2. In the vector-valued *SBV-problem*, \( W \) depends on the gradient \( Du \):

\[
W(Du) := \mu |Du|^2.
\]
The set of kinematically admissible displacements is defined as

\[ K_A(t) := \{ u \in SBV(\tilde{\Omega}) : u = g(t) \text{ a.e. in } \tilde{\Omega} \ \backslash \ \tilde{\Omega} \}. \]

3. In the antiplane problem, one considers a cylindrical domain with main axis parallel to the z-axis, and deformation along the z-axis, independent of the z coordinates. For this class of problems, the displacement field takes the form \( u = u_z e_3 \), where \( u_z \) depends only on \( x \) and \( y \). The elastic potential becomes

\[ W(e(u)) := \mu |e(u)|^2 = \frac{\mu}{2} |\nabla u_z|^2, \]

and the kinematically admissible displacements are given by

\[ K_A(t) := \{ u_z \in SBV(\tilde{\Omega}) : u_z = g_z(t) \text{ a.e. in } \tilde{\Omega} \ \backslash \ \partial \tilde{\Omega} \}. \]

Note that depending on the problem, the potential \( W \) depends on \( e(u) \), \( Du \) or \( \nabla u \). In what follows, we chose to simplify the notations by systematically writing \( W(e(u)) \). We trust that this abuse of notation will not cause confusion.

While identifying the crack set and the discontinuity of the displacement field, one has to be careful not to violate an irreversibility principle: displacements can be discontinuous across a given crack, but they do not have to (consider for example cyclic loads after unloading). However, should a crack exist in the domain at a time \( t \), it should also exist at any later time, i.e. cracks are not allowed to heal. The following definition formalizes the relation between both entities:

**Definition 2** Let \( u \) be such that \( u(t) \in K_A(t) \) for all \( 0 \leq t \leq T \), and \( J_{u(t)} \) be the jump set of \( u(t) \). The **crack set** is

\[ \Gamma(u(t)) := \bigcup_{0 \leq s \leq t} J_{u(s)}. \]

Notice that \( \Gamma(u(t)) \) depends on the entire displacement history, i.e. the function \( t \mapsto u(t) \), not just the on the displacement at time \( t \). Again, we hope that this abuse of notation will not cause confusion.

**Definition 3** Let \( u \) be such that \( u(t) \in K_A(t) \) for all \( 0 \leq t \leq T \), and \( \Gamma(u(t)) \) be as in Definition 2. The **total energy** associated with \( u \) is

\[ E(u(t), \Gamma(u(t))) = \int_{\Omega} W(e(u(t))) \, dx + G_c H^{N-1}(\Gamma(u(t)) \ \backslash \ \partial \Omega_N), \]  

where \( G_c \) denotes the fracture toughness of the material considered. By bulk and surface energies we mean respectively

\[ E^b(u(t), \Gamma(u(t))) := \int_{\Omega} W(e(u(t))) \, dx \]  

(2)

and

\[ E^s(u(t), \Gamma(u(t))) := G_c H^{N-1}(\Gamma(u(t)) \ \backslash \ \partial \Omega_N). \]  

(3)

Lastly, and following the viewpoint of [FL03, BFMar], we incorporate the crack growth condition into a global minimization principle for the total energy (1): \( u \) is such that for any \( 0 \leq t \leq T \), the pair \( (u(t), \Gamma(u(t))) \), minimizes

\[ \int_{\Omega} W(e(v)) \, dx + G_c H^{N-1}(J_v \ \backslash \ \partial \Omega_N) \]

among all kinematically admissible \( v \in K_A(t) \) such that \( J_v \supset \Gamma(u(t)) \).
As the energy $E$ is non-convex, it can admit local minimizers, the definition of which depends on the topology considered. In the following definition, $A \triangle B$ denotes the symmetric difference of the sets $A$ and $B$.

**Definition 4** Let $u$ be such that $u(t) \in K_A(t)$ for all $0 \leq t \leq T$.

1. $u$ is a **local minimizer for $E$ in the sense of the $L^1$ norm** if and only if there exists $\delta(t) > 0$ such that for any $v$ satisfying $v(t) \in K_A(t)$ and $\|u(t) - v(t)\|_{L^1(\Omega)} \leq \delta(t)$ for $0 \leq t \leq T$, one has
   \[ E(v(t), \Gamma(v(t))) \geq E(u(t), \Gamma(u(t))). \] (4)

2. $u$ is a **local minimizer for $E$ in the sense of the energy norm** if and only if there exists $\delta(t) > 0$ such that for any $v$ satisfying $v(t) \in K_A(t)$ and $E(u(t) - v(t), \Gamma(u(t)) \triangle \Gamma(v(t))) \leq \delta(t)$ for $0 \leq t \leq T$, one has
   \[ E(v(t), \Gamma(v(t))) \geq E(u(t), \Gamma(u(t))). \] (5)

3. $u$ is a **global minimizer for $E$** if and only if for any $v$ such that $v(t) \in K_A(t)$ for $0 \leq t \leq T$, one has
   \[ E(v(t), \Gamma(v(t))) \geq E(u(t), \Gamma(u(t))). \] (6)

For more details on the analysis of this approach to brittle fracture, we refer the reader to [FL03, DFT04], where existence of global minimizers is proved in the antiplane and vector-valued $SBV$ case. The method used in these proofs involves studying a discrete-in-time version of the problem, and letting the time discretization interval go to zero. In view of the numerical implementation, this implies that we do not have to worry about proving the convergence of the time-discrete model towards the original one.

1.1 **Properties of the Francfort–Marigo energy**

Seeing brittle fracture as the problem of finding global minimizers of (3) remains in large part compatible with Griffith’s classical theory of brittle fracture (see [Gri21]). As the crack set at time $t$ is given through a global minimization process among all possible crack states, the Francfort–Marigo model does not require the a priori knowledge of the crack path. It does not require the existence of an initial crack. It does not even assume smooth propagation of cracks (i.e. that the surface energy term is a continuous function of $t$). When the surface energy associated to the crack set is not a continuous function of time, we will say that the crack propagates brutally. We recall some properties of $E$ and its minimizers $(u(t), \Gamma(u(t)))$, which are presented in much more detail in [FM98, CGP05]:

1. In the two-dimensional case, if $\mathcal{H}^{N-1}(\Gamma(u(t)))$ is a continuous function of $t$, then $\Gamma(u(t))$ satisfies Griffith’s crack propagation criterion.

2. If $g$ is a **monotonically increasing load** (that is, if $g(t) = tg_0$), then there exists a critical time $t_c \geq 0$ such that $\mathcal{H}^{N-1}(\Gamma(u(t))) > 0$ for any $t > t_c$. In other words, the Francfort-Marigo model will always lead to crack initiation under finite load.

3. Under the same assumptions on $g$ and if the elastic displacement field associated with $g_0$ does not have a singularity, then there exists a constant $\delta > 0$ such that $\mathcal{H}^{N-1}(\Gamma(u(t_c))) = 0$ if $t < t_c$ and $\mathcal{H}^{N-1}(\Gamma(u(t))) > \delta$ if $t > t_c$. In other words, in the absence of singularity, only brutal crack initiation is possible.
4. Under the same assumptions on $g$, there exists a total failure load $t_f$ such that $E^b(u(t), \Gamma(u(t))) = 0$ and $E^s(u(t), \Gamma(u(t))) = E^s(u(t_f), \Gamma(u(t_f)))$ if $t > t_f$. For $t > t_f$, the minimizers of $E$ correspond to configurations with no elastic energy, and the cracks do not propagate anymore.

Note that points 2 and 3 may seem redundant, but they are not. Point two (from [FM98]) merely states that in the variational model, crack initiation always takes place under a finite load (and may be smooth or brutal), whereas point three (adapted from [CGP05]) implies that without singularity, initiation is always brutal.

2. Numerical implementation

In order to discretize the Francfort–Marigo functional, one needs to be able to approximate any function in $SBV$ or $SBD$. This is by nature more complicated than building a discrete space allowing jumps across a known curve, and the extended finite element method is not easily applicable. This model also requires the ability to accurately approximate the locations of the cracks, as well as their lengths in two dimensions (and surface in three dimensions), which may not be possible if the cracks are restricted to propagate along edges of faces between elements. Lastly, in light of point 3 above, it is expected that in the absence of singularity in the deformation field, crack initiation will always be brutal. In particular, this means that sensitivities with respect to “small” cracks may never provide a descent direction for the Francfort–Marigo energy, in the case of “brutal” evolution.

2.1 Approximation by means of elliptic functionals

Several methods have been proposed, based on discontinuous (see [GP03]) or adaptive (see [BC00, Neg03]) finite elements. The class of methods on which we concentrate here relies on approximating the Francfort–Marigo energy, in the sense of $\Gamma$-convergence, by means of elliptic functionals. It requires introducing a secondary variable $v \in W^{1,2}(\widetilde{\Omega})$, representing the crack in some sense, and extending the brittle fracture energy to

$$
F(u, v) := \begin{cases} 
E(u, J_u) & \text{if } v \equiv 1, \\
+\infty & \text{otherwise.}
\end{cases}
$$

For any $\varepsilon > 0$, and $\eta_\varepsilon \ll \varepsilon$, define

$$
E_\varepsilon(u, v) := \int_{\Omega} (v^2 + \eta_\varepsilon)W(e(u)) \, dx + G_\varepsilon \int_{\Omega \setminus \partial\Omega_N} \left( \frac{(1-v)^2}{4\varepsilon} + \varepsilon |\nabla v|^2 \right) \, dx,
$$

and

$$
F_\varepsilon(u, v) := \begin{cases} 
E_\varepsilon(u, v) & \text{if } u \in W^{1,2}(\widetilde{\Omega} \setminus \partial\Omega_N; \mathbb{R}^q) \text{ and } v \in W^{1,2}(\widetilde{\Omega} \setminus \partial\Omega_N), \\
+\infty & \text{otherwise,}
\end{cases}
$$

with $q = 1$ in the antiplane case, and $q = N$ in the elasticity and vector-valued cases. As for $E$, we will denote by $E^b_\varepsilon$ and $E^s_\varepsilon$ the bulk and surface terms in $E_\varepsilon$.

This approximation was proposed in [AT90, AT92] for the Mumford–Shah functional, inspired by a now classical example in phase transition [MM77a, MM77b, Alb00] and extended in [Bou98].
In the antiplane case, it is known that $F_\varepsilon$ $\Gamma$-converges in $L^2(\Omega) \times L^2(\tilde{\Omega})$ to $F$ as $\varepsilon \to 0$, and that the sequence of global minimizers for $F_\varepsilon$ is compact. By a classical argument (see for instance [Dal93, Bra02]), this proves that the global minimizers $(u^\varepsilon, v^\varepsilon)$ of $F_\varepsilon$ converge to that of $F$ (and therefore to that of $E$).

### 2.2 Time discretization

A rigorous analysis of the quasi-static evolution problem for the regularized functional has been recently published in [Gia05] in the antiplane case. Again, it is possible to consider a discrete-in-time version of the quasi-static evolution where the crack growth hypothesis is enforced at any time step $p$ by minimizing (8) with respect to all admissible $(u_\varepsilon(p), v_\varepsilon(p))$ such that $v_\varepsilon(p) \leq v_\varepsilon(p-1)$.

It has been proved that the time-discrete problem converges to the continuous one when the time discretization goes to 0, and that the total energy $E_\varepsilon(u_\varepsilon(p), v_\varepsilon(p))$ converges to an absolutely continuous function of $t$.

Finally, the minimization of $F_\varepsilon$ at each discrete time step requires a discretization in space. In the antiplane case, one can consider a discretized version $F_{\varepsilon,h}$ of $F_\varepsilon$ by means of linear finite elements. Provided that the mesh size $h$ is such that $h \ll \varepsilon$, it is known that $F_{\varepsilon,h}$ $\Gamma$-converges to $F$ (see [BC94, Bou99]). Extending this result to the full elasticity case does not seem to present any difficulty. However, this is outside the scope of this study, and we will take for granted that the restriction $F_{\varepsilon,h}$ of $F_\varepsilon$ to discrete functions on a linear finite element space $\Gamma$-converges to $F$ as $\varepsilon \to 0$ and $h \to 0$ with $h \ll \varepsilon$.

In order to simplify the implementation of the crack growth condition on a time-discrete scheme, we slightly deviate from the analysis in [Gia05]. Consider a discretization of the time interval $[0, T]$ into $P+1$ time steps $0 = t(0) < t(1) < \cdots < t(P) = T$ and $\alpha_\varepsilon$ such that $\alpha_\varepsilon \to 0$ as $\varepsilon \to 0$. At each time step $t(p)$, $p \geq 1$, define

$$K^{(p-1)} := \{ x \in \tilde{\Omega} : v^{(p-1)}(x) \leq \alpha_\varepsilon \},$$

$$K_A^{(p)} := \{ (u, v) \in W^{1,2}(\tilde{\Omega} \setminus \partial \Omega_N; \mathbb{R}^q) \times W^{1,2}(\tilde{\Omega} \setminus \partial \Omega_N) : u = g(t(p)) \text{ on } \tilde{\Omega} \setminus \Omega, v = 0 \text{ on } K^{(p-1)} \},$$

and let $(u_\varepsilon(p), v_\varepsilon(p))$ be a solution of

$$\min_{(u,v) \in K_A^{(p)}} F_\varepsilon(u, v).$$

The main difference is that we replace the monotonicity constraint (which in this case would become $v^{(p)} \leq v^{(p-1)}$ almost everywhere) by an equality constraint. Doing so allows us to formulate the necessary condition for optimality as equalities instead of inequalities, and to use an unconstrained optimization algorithm. The price we pay for this simplification is that we cannot prove the convergence of the time evolution. Numerical experiments indicate however that our implementation of the irreversibility condition leads to evolutions similar to those obtained while enforcing the monotonicity of $v^{(p)}$ with respect to $p$ (compare for instance the experiment in [BFM00] Sec. 3.2, revisited in Section 4.1, to that presented in [DLM07] Sec. 7.1).

In the actual numerical implementation, computing global minimizers of $F_\varepsilon$ is a major issue, as $F_\varepsilon$ is non-convex. Numerical methods in the literature rely on first order necessary conditions.
for optimality. Such methods only ensure convergence to a critical point of $F_{\varepsilon}$, which raises two questions:

1. When working with $F_{\varepsilon}$ for a fixed $\varepsilon > 0$, how can we be sure that the critical points we find are local (or global) minima?
2. Can we be sure that these local minima converge as $\varepsilon \to 0$ to local minima of the $\Gamma$-limit?

The first question is partially answered in Theorem 2. We do not attempt to address the second problem. A similar issue has been settled in [Ton05] for the Modica–Mortola approximation of the perimeter functional.

### 2.3 Minimization of $F_{\varepsilon}$ at a given time step

In the case of the Francfort–Marigo energy, $F_{\varepsilon}$ is quadratic and strictly convex in $u$ and $v$ separately. For a fixed $u$ or $v$, the minimizer of $F_{\varepsilon}(u, v)$ exists, is unique and can be efficiently computed using a direct method. This property leads naturally to implement the following Alternate Minimizations algorithm, $\delta$ being a small fixed tolerance parameter:

**Algorithm 1** (The Alternate Minimizations algorithm)

1. Let $i = 0$ and $v_0 := v_0^{(p-1)}$ if $p > 0$ or $v_0 = 1$ if $p = 0$.
2. repeat
   3. $i \leftarrow i + 1$
   4. Compute $u_i := \arg\min_u F_{\varepsilon}(u, v_{i-1})$ under the constraint $u_i = g(t_i^{(p)})$ on $\tilde{\Omega} \setminus \Omega$.
   5. Compute $v_i := \arg\min_v F_{\varepsilon}(u_i, v)$ under the constraint $v_i = 0$ on $K^{(p-1)}$.
   6. until $\|v_i - v_{i-1}\|_{\infty} \leq \delta$
   7. Set $u_i^{(p)} := u_i$ and $v_i^{(p)} := v_i$.

Some elements of convergence of the Alternate Minimizations algorithm follow, under increasingly restrictive hypotheses.

**Theorem 1** Let $(u_i, v_i)$ be as in Algorithm 1 Then there exists $F_{\varepsilon}^* \geq 0$ such that

$$F_{\varepsilon}(u_i, v_i) \to F_{\varepsilon}^*$$

as $i \to \infty$. Moreover, there exists a critical point $(u_i^*, v_i^*) \in K_A^{(p)}$ for $F_{\varepsilon}$ such that, up to a subsequence,

$$(u_i, v_i) \overset{L^2(\Omega) \times L^2(\Omega)}{\rightharpoonup} (u_i^*, v_i^*).$$

Before proving Theorem 1, we state the following lemma, whose proof is purely algebraic and is not stated here:

**Lemma 1** $F_{\varepsilon}$ is Gateaux differentiable at any $(u, v) \in W^{1,2}(\tilde{\Omega}; \mathbb{R}^q) \times W^{1,2}(\tilde{\Omega})$. Considering any $(\tilde{u}, \tilde{v})$ such that $(u + t \tilde{u}, v + t \tilde{v}) \in K_A^{(p)}$ for any small enough $t$, the Gateaux derivatives of $F_{\varepsilon}$ in the directions $(\tilde{u}, 0)$ and $(0, \tilde{v})$ are given by

$$\int_{\Omega} \nabla_u F_{\varepsilon}(u, v) \tilde{u} \, dx := \lim_{t \to 0} \frac{F_{\varepsilon}(u + t \tilde{u}, v) - F_{\varepsilon}(u, v)}{t}$$

and

$$\int_{\Omega} (v^2 + \eta \varepsilon)D\mathbf{W}(\mathbf{e}(u)) : \mathbf{e}(\tilde{u}) \, dx,$$
The existence of a pair (12) is trivial, on remarking that the sequence \( F \) is all we need to prove Theorem 1. Note first that (12) is decreasing and bounded from below. The existence of a pair \((u^*_i, v^*_i)\) such that \((u_i, v_i) \xrightarrow{L^2(\Omega) \times L^2(\Omega)} (u^*_i, v^*_i)\) is also easily derived from equi-boundedness in \( W^{1,2} \) of the functions \( u_i \) and \( v_i \). All that remains to prove is therefore that \((u^*_i, v^*_i)\) is a critical point of \( F \). Since \( u_i \rightarrow u^*_i \) strongly in \( L^2 \), up to a taking subsequence we have \( u_i \rightarrow u^*_i \) weakly in \( W^{1,p} \). Note also that if \( v_i \) minimizes \( F_i(u_i, \cdot) \), then using a truncation argument, one finds that \( 0 \leq v_i \leq 1 \) almost everywhere in \( \Omega \), from which it follows that

\[
0 = \int_{\Omega} (v^2_i + \eta_i) D W(\epsilon(u_i)) : \epsilon(\tilde{u}) \, dx \rightarrow \int_{\Omega} ((v^*_i)^2 + \eta_i) D W(\epsilon(u^*_i)) : \epsilon(\tilde{u}) \, dx
\]
as \( i \rightarrow \infty \), which is equivalent to

\[
\nabla u F(u^*_i, v^*_i) = 0.
\]

Similarly, one obtains

\[
\nabla v F(u^*_i, v^*_i) = 0,
\]
which concludes the proof of Theorem 1.

Theorem 1 does not rule out cases where several subsequences converge towards different critical points. In the practical implementation of the Alternate Minimizations algorithm, we always observe that the sequence \((u_i, v_i)\) converges to a single critical point. We have not been able to prove this, though.

In some cases, we can also prove that the Alternate Minimizations algorithm does indeed converge to the proper critical point. In order to do that, we need to define isolated local minimizers and isolated critical points.

**Definition 5** Consider a time step \( \iota(p) \). For any \((u, v) \in K_{\alpha}^{(p)}\) and any \( \alpha > 0 \), we denote by \( B_\alpha(u, v) \) the ball of radius \( \alpha \) centered at \((u, v)\):

\[
B_\alpha(u, v) := \{ (\tilde{u}, \tilde{v}) \in K_{\alpha}^{(p)} : \| (\tilde{u} - u, \tilde{v} - v) \|_{L^1} \leq \alpha \}.
\]

1. We say that \((u_\epsilon, v_\epsilon) \in K_{\alpha}^{(p)}\) is a local minimizer of \( F_\epsilon \) if there exists \( \delta > 0 \) such that for any \((u, v) \in B_\delta(u_\epsilon, v_\epsilon)\), one has

\[
F_\epsilon(u_\epsilon, v_\epsilon) \leq F_\epsilon(u, v).
\]

2. We say that \((u_\epsilon, v_\epsilon) \in K_{\alpha}^{(p)}\) is an isolated local minimizer of \( F_\epsilon \) if there exists \( \delta > 0 \) such that for any \((u, v) \in B_\delta(u_\epsilon, v_\epsilon) \setminus \{(u_\epsilon, v_\epsilon)\}, one has

\[
F_\epsilon(u_\epsilon, v_\epsilon) < F_\epsilon(u, v).
\]
3. We say that \((u_ε, v_ε) \in K_A^{(p)}\) is an isolated critical point of \(F_ε\) if there exists \(δ' > 0\) such that \((u_ε, v_ε)\) is the only critical point in \(B_δ'(u_ε, v_ε)\).

**Theorem 2** Let \((u_1, v_1)\) be as in Algorithm 1 and \((u_ε^*, v_ε^*) \in K_A^{(p)}\) be an isolated local minimizer and an isolated critical point for \(F_ε\). Then there exists \(η > 0\) such that if \(\|v_0 - v_ε^*\|_{L^1} \leq η\) then

\[
(u_1, v_1) \xrightarrow{L^2(Ω) \times L^2(Ω)} (u_ε^*, v_ε^*). \tag{17}
\]

The proof of this theorem relies on two facts: that \(F_ε\) is convex with respect to \(u\) and \(v\), and that the Alternate Minimizations algorithm yields a sequence with monotonically decreasing energy. Let \(δ\) be admissible for points 2 and 3 in Definition 5 and consider

\[
F_δ := \inf_{(u, v) \in B_δ(u_ε^*, v_ε^*)} F_ε(u, v)
\]

and

\[
K_δ := \left\{(u, v) \in B_δ(u_ε^*, v_ε^*) : F_ε(u, v) \leq \frac{F_ε(u_ε^*, v_ε^*) + F_δ}{2}\right\}.
\]

From the isolation hypothesis, \(F_δ > F_ε(u_ε^*, v_ε^*)\). Observing for example that \(t \mapsto F_ε((1-t)u_ε^* + tu, (1-t)v_ε^* + tv)\) is continuous with respect to \(t\) for any \((u, v) \in K_A^{(p)}\), one sees that \(K_δ\) is not reduced to \((u_ε^*, v_ε^*)\), and that there exists \(0 < η < δ\) such that \(K_δ \supset B_η(u_ε^*, v_ε^*)\). Also, since \(F_ε\) is convex with respect to \(u\), the function \(t \mapsto F_ε((1-t)u_i + tu_{i+1}, v_i)\) is decreasing for \(0 \leq t \leq 1\) so that if \((u_i, v_i) \in K_δ\), then \((u_{i+1}, v_i) \in K_δ\). Similarly, one finds that \(F_ε(u_{i+1}, v_{i+1}) \in K_δ\), so that the sequence \((u_i, v_i)\) converges to some \((u^*, v^*)\) in \(K_δ\). Using Theorem 1, we deduce that \((u^*, v^*)\) is a critical point, and so \((u^*, v^*) = (u_ε^*, v_ε^*)\), since \((u_ε^*, v_ε^*)\) is the unique critical point of \(F_ε\) in \(B_δ(u_ε^*, v_ε^*)\), which concludes the proof of Theorem 2.

Theorem 2 requires not only that the local minimizer be isolated, but also that it be an isolated critical point. Indeed, one can imagine a scenario where an isolated local minimizer \((u^*, v^*)\) can be approximated by a sequence of critical points \((u_i, v_i)\). In this case, for any \(η > 0\), there exists \(N > 0\) such that \((u_i, v_i) \in B_δ(u^*, v^*)\) for any \(i > N\). Consider now the Alternate Minimizations algorithm initialized with \(v_N\). Using the convexity of \(F_ε\) with respect to \(u\), it is easy to see that our algorithm will converge to \((u_N, v_N)\) in exactly one iteration...

Fortunately, one can modify the minimization algorithm to avoid such a situation. Upon convergence of the Alternate Minimizations, one can compute the Hessian of \(F_ε\) (or its discretization), and check if it admits a negative eigenvalue. If this is the case, one can minimize \(F_ε\) along the direction of the associated eigenvector, then resume the Alternate Minimizations algorithm. This modified version of the Alternate Minimizations algorithm still yields a decreasing sequence but can only converge to a local minimizer. For this variant of the Alternate Minimizations algorithm, it is easy to see that Theorem 2 holds even if \((u_ε, v_ε)\) is not an isolated critical point.

The numerical experiments presented in Sections 3 and 4 rely on the Alternate Minimizations algorithm as described in Algorithm 1 and do not include this refinement.

2.4 Necessary optimality condition for the time evolution

A new necessary condition for optimality of global and local minimizers can be derived from the crack growth condition. This condition can be stated for the regularized or unregularized problems, and the proofs are identical. For brevity, we consider the unregularized problem.
**Theorem 3** Let $g$ be a monotonically increasing load (i.e., such that $g(t) = t g(0)$). Let $u$ be a global minimizer for $E$. Then for any $t$ and $\tau$ such that $0 \leq t \leq \tau \leq T$, one has

$$E(u(t), \Gamma(u(t))) \leq \frac{t^2}{\tau^2} E^b(u(\tau), \Gamma(u(\tau))) + \frac{\tau^2}{t^2} E^s(u(\tau), \Gamma(u(\tau))). \tag{18}$$

**Proof.** Consider any $0 \leq \tau \leq T$ and suppose that there exists $0 \leq s < \tau$ such that

$$E(u(s), \Gamma(u(s))) > \frac{s^2}{\tau^2} E^b(u(\tau), \Gamma(u(\tau))) + \frac{\tau^2}{s^2} E^s(u(\tau), \Gamma(u(\tau))).$$

We then construct $v$ given by

$$v(t) := \begin{cases} u(t) & \text{if } 0 \leq t < s, \\ t/\tau u(\tau) & \text{if } s \leq t \leq \tau. \end{cases}$$

It is easy to see that $v(t) \in K_A(t)$ for any $0 \leq t \leq T$, that

$$\Gamma(v(t)) = \begin{cases} \Gamma(u(t)) & \text{if } 0 \leq t < s, \\ \Gamma(u(s)) \cup J_{u(\tau)} & \text{if } s \leq t \leq \tau, \end{cases}$$

and that, since $\Gamma(u(s)) \subset \Gamma(u(\tau))$ and $J_{u(\tau)} \subset \Gamma(u(\tau))$,

$$E(v(s), \Gamma(v(s))) = \frac{s^2}{\tau^2} E^b(u(\tau), \Gamma(u(\tau))) + G_c \mathcal{H}^{N-1}(\Gamma(v(s)) \setminus \partial \Omega_N)$$
$$\leq \frac{\tau^2}{s^2} E^b(u(\tau), \Gamma(u(\tau))) + G_c \mathcal{H}^{N-1}(\Gamma(u(\tau)) \setminus \partial \Omega_N)$$
$$< E(u(s), \Gamma(u(s))),$$

which is in contradiction with (18). \qed

**Remark 4** Theorem 3 has interesting consequences in terms of the numerical implementation. Consider a kinematically admissible displacement field $u$, and any $0 < \tau < T$. If there exists $0 \leq t \leq \tau$ such that (18) does not hold, then $u(t)$ is not a global minimizer for $E$ at time $t$, and the function $v$ built in the proof of Theorem 3 has lower total energy.

This remark is the foundation of our Backtracking algorithm as it permits to detect some cases when a displacement field satisfies the optimality conditions with respect to $u$ or $(u, v)$ at each time step, but is still not global. In the numerical implementation, we use a small parameter $\delta_\varepsilon > 0$, and at each time step $t^{(p)}$ we check if (18) is verified within a tolerance $\delta_\varepsilon$ for all $t^{(r)}$ with $0 < r < p$. If it is not, we return to step $r$, initializing the Alternate Minimizations algorithm with $v^{(p)}$.

**Algorithm 2** (The Backtracking algorithm)

1. $v_0 \leftarrow 1$
2. repeat
3. Compute $(u^{(p)}, v^{(p)})$ using the Alternate Minimizations algorithm initialized with $v_0$.
4. Compute the bulk energy $E^b_{\varepsilon}(u^{(p)}, v^{(p)})$ and the surface energy $E^s_{\varepsilon}(u^{(p)}, v^{(p)})$.  

for $r = 1$ to $p - 1$ do
  if $E_\varepsilon(u(r), v(r)) - \left(\frac{t(r)}{\eta_\varepsilon}\right)^2 E^b_\varepsilon(u(p), v(p)) - E^a_\varepsilon(u(p), v(p)) \geq \delta_\varepsilon$ then
    $v_0 \leftarrow v(p)$
    $p \leftarrow r$
  return to 2:
end if
end for
$v_0 \leftarrow v(p)$
$p \leftarrow p + 1$
until $p = P$

Algorithm 2 raises two questions: does the Backtracking activate, and if so, does it terminate, i.e. what prevents it from entering an infinite loop? These questions require a better understanding of the stability of the critical points of $F_\varepsilon$ and we can only provide partial answers. What is clear is that if Algorithm 2 terminates, then it generates a family $(u(p), v(p))$ such that $(u(p), v(p))$ is a critical point of $F_\varepsilon$ for any $0 \leq p \leq P$, which also satisfies the necessary optimality condition with respect to time given in Theorem 3.

Of course, the Backtracking algorithm cannot activate unless the minimization algorithm detects new critical points. Numerical experiments suggest that as the load increases, some local minimizers evolve into saddle points, a factor leading to a bifurcation of the Alternate Minimizations algorithm and the discovery of new critical points. A rigorous analysis of this phenomenon can be conducted in a simple unidimensional case.

3. Some elements of analysis of the Backtracking algorithm

Consider a two- or three-dimensional beam occupying the domain $\Omega = (-l, l) \times \omega$, where $|\omega| = 1 \ll l$, and with elastic coefficients $E = 1$ and $\nu = 0$. At any time $t > 0$, both ends of the beam are subject to a uniform displacement $u = -t$ on $\{-l\} \times \omega$ and $u = t$ on $\{l\} \times \omega$. Assuming that the deformation and crack fields depend only on the first variable, problem (1) reduces to finding, for any $t > 0$, $u(t) \in SBV(-l, l)$ such that $u(t) = -t$ at $x = -l$, $u(t) = t$ at $x = l$, $J_{u(t)} \supset J_{u(s)}$ for any $s < t$, minimizing

$$\frac{1}{2} \int_{-l}^{l} (u(t))^2 \, dx + G_c \#(J_{u(t)}),$$

where $\#$ represents the counting measure.

For this problem, it is known (see [FM98]) that there exists a critical load $t = t_c = \sqrt{Gc}l$ such that if $t < t_c$, the global minimizer of (19) corresponds to the uncracked state with $u^\varepsilon(x) = tx/l$. For loads $t > t_c$ the global minimum is reached by any function $u^\gamma(x) = -t$ for $x < x_c$ and $u^\gamma(x) = t$ for $x > x_c$, $x_c$ being any point in $(-l, l)$.

Under the assumptions above, the regularized energy $E_\varepsilon$ can be written as

$$E_\varepsilon(u, v) = \frac{1}{2} \int_{-l}^{l} (v^2 + \eta_\varepsilon(u))^2 \, dx + G_c \int_{-l-\delta}^{l+\delta} \left(\frac{(1-v)^2}{4\varepsilon} + \varepsilon(v)^2\right) \, dx,$$

where $\tilde{\Omega} = (-l - \delta, l + \delta)$ for some $\delta > 0$. Indeed, a careful analysis of the $\Gamma$-convergence of $E_\varepsilon$ reveals that as long as one does not consider interface cracks at $x = -l$ or $x = l$, one can identify
\( \Omega \) and \( \Omega \), and consider
\[
E_\varepsilon(u, v) = \frac{1}{2} \int_{-l}^{l} (v^2 + \eta_\varepsilon)(u')^2 \, dx + G \int_{-l}^{l} \left( \frac{(1 - v)^2}{4\varepsilon} + \varepsilon (v')^2 \right) \, dx.
\]

### 3.1 Stability analysis

The first order optimality conditions for the minimizers \( u \) and \( v \) of \( F_\varepsilon \) are that for any \((\tilde{u}, \tilde{v}) \in W^{1,2}_0(-l, l) \times W^{1,2}_0(-l, l)\) such that \( \tilde{v}(-l) = \tilde{v}(l) = 0 \), one has
\[
\begin{align*}
\int_{-l}^{l} (v^2 + \eta_\varepsilon)u' \tilde{u}' \, dx &= 0, \\
\int_{-l}^{l} (u')^2 \tilde{v} \, dx + 2G \int_{-l}^{l} \left( \frac{(v - 1)\tilde{v}}{4\varepsilon} + \varepsilon \tilde{v}' v' \right) \, dx &= 0.
\end{align*}
\]
(21)
(22)

The sequence for the upper \( \Gamma \)-limit in \([AT92, Bou98]\) provides a construction of a pair \((u_\varepsilon', v_\varepsilon')\) such that \( u_\varepsilon' \to u' \) and that (21) are satisfied asymptotically as \( \varepsilon \to 0 \). It is also easy to see that the pair
\[
\begin{align*}
u_\varepsilon'(x) &= \frac{t}{l} x, \\
v_\varepsilon'(x) &= \frac{G_\varepsilon l^2}{G_\varepsilon l^2 + 2\varepsilon l^2}
\end{align*}
\]
(23)
(24)
also satisfies both conditions above and that \((u_\varepsilon', v_\varepsilon') \to (u', 1)\) as \( \varepsilon \to 0 \).

A study of the second variation of \( F_\varepsilon \) around \((u_\varepsilon', v_\varepsilon')\) will allow us to state the following stability theorem:

**THEOREM 5** Given \( \varepsilon > 0 \), there exists a critical load \( t_\varepsilon^* \) such that \((u_\varepsilon', v_\varepsilon')\) is a saddle point of \( F_\varepsilon \) if \( t \geq t_\varepsilon^* \).

**Proof.** Consider \((\bar{u}, \bar{v}) \in W^{1,2}_0(-l, l) \times W^{1,2}_0(-l, l)\) and \((\alpha, \beta) \in \mathbb{R}^2\). Then we have
\[
F_\varepsilon(u_\varepsilon' + \alpha \bar{u}, v_\varepsilon' + \beta \bar{v}) = F_\varepsilon(u_\varepsilon', v_\varepsilon') + \frac{\alpha^2}{2} \int_{-l}^{l} (\eta_\varepsilon + (v_\varepsilon')^2)(\bar{u}')^2 \, dx \\
+ 2\alpha\beta \int_{-l}^{l} u_\varepsilon' \bar{u} v_\varepsilon' \bar{v} \, dx + \beta^2 \int_{-l}^{l} \left( \frac{(u_\varepsilon')^2}{2} + G \left( \frac{\bar{v}^2}{4\varepsilon} + \varepsilon (\bar{v}')^2 \right) \right) \, dx + o(\alpha^2, \alpha\beta, \beta^2).
\]

Using the fact that \( u_\varepsilon' = tx/l \) and that \( v_\varepsilon' \) is constant, we obtain
\[
F_\varepsilon(u_\varepsilon' + \alpha \bar{u}, v_\varepsilon' + \beta \bar{v}) = F_\varepsilon(u_\varepsilon', v_\varepsilon') + \frac{\alpha^2}{2} \int_{-l}^{l} (\bar{u}')^2 \, dx + 2\alpha\beta \int_{-l}^{l} u_\varepsilon' \bar{u} \, dx \\
+ \beta^2 \frac{t^2}{2l^2} \int_{-l}^{l} \left( \bar{v}^2 + G \left( \frac{\bar{v}^2}{4\varepsilon} + \varepsilon (\bar{v}')^2 \right) \right) \, dx + o(\alpha^2, \alpha\beta, \beta^2).
\]
(25)
(26)
Consider now \( \tilde{u} \in C^\infty_0(-l, l) \) such that \( \int_{-l}^{l} (\tilde{u})^2 \, dx = 1 \), and \( \tilde{v} = -\tilde{u}' \). Then (25) reduces to

\[
F_\varepsilon(u_\varepsilon^c + \alpha \tilde{u}, v_\varepsilon^c + \beta \tilde{v}) = F_\varepsilon(u_\varepsilon^c, v_\varepsilon^c) + \alpha^2 \frac{\eta_e + (v_\varepsilon^c)^2}{2} - 2\alpha \beta \frac{l}{l} v_\varepsilon^c + \beta^2 \left[ \frac{r^2}{2l^2} + \frac{G_c l}{4\varepsilon} + \varepsilon G_c \int_{-l}^{l} (\tilde{v}')^2 \, dx \right] + o(\alpha^2, \alpha \beta, \beta^2).
\]

The right hand side is minimized when

\[
\alpha = \frac{2tv_\varepsilon^c}{l(\eta_e + (v_\varepsilon^c)^2)} \beta
\]

and we obtain

\[
F_\varepsilon \left( u_\varepsilon^c + \frac{2tv_\varepsilon^c}{l(\eta_e + (v_\varepsilon^c)^2)} \beta \tilde{u}, v_\varepsilon^c + \beta \tilde{v} \right) = F_\varepsilon(u_\varepsilon^c, v_\varepsilon^c)
\]

\[
+ \beta^2 \left[ \frac{r^2}{2l^2} \left( 1 - \frac{4(v_\varepsilon^c)^2}{\eta_e + (v_\varepsilon^c)^2} \right) + \frac{G_c}{4\varepsilon} + \varepsilon G_c \int_{-l}^{l} (\tilde{v}')^2 \, dx \right] + o(\beta^2).
\]

Recalling that \( \eta_e \to 0 \) and \( v_\varepsilon^c \to 1 \) as \( \varepsilon \to 0 \), and that \( 1 \ll l \), we now see that the coefficient of \( l^2 \) becomes negative when \( \varepsilon \) is small enough, which in turn means that when \( l \) is large enough,

\[
F_\varepsilon \left( u_\varepsilon^c + \frac{2tv_\varepsilon^c}{l(\eta_e + (v_\varepsilon^c)^2)} \beta \tilde{u}, v_\varepsilon^c + \beta \tilde{v} \right) = F_\varepsilon(u_\varepsilon^c, v_\varepsilon^c) < 0
\]

for small enough \( \beta \). This implies that \((u_\varepsilon^c, v_\varepsilon^c)\) is not a local minimum but a saddle point for \( F_\varepsilon \). \( \square \)

Practically, we see that for large enough loads, the critical point \((u_\varepsilon^c, v_\varepsilon^c)\) loses its stability. For any \( \nu_0 \), there exists a critical load \( \delta_e \) such that if \( l > \delta_e \), then \((u_1, \nu_0)\) is a descent direction for \( F_\varepsilon(u_\varepsilon^c, v_\varepsilon^c) \). In particular, this implies that for all subsequent iterations of the Alternate Minimizations algorithm, we have \( F_\varepsilon(u_1, v_1) < F_\varepsilon(u_\varepsilon^c, v_\varepsilon^c) \). When this happens, the Alternate Minimizations scheme cannot converge towards \((u_\varepsilon^c, v_\varepsilon^c)\), and will converge toward another critical point \((u_\varepsilon^c, v_\varepsilon^c)\). Short of being able to prove that \((u_\varepsilon^c, v_\varepsilon^c)\) are the only critical points of \( F_\varepsilon \), we cannot ensure that \((u_\varepsilon^c, v_\varepsilon^c) = (u_\varepsilon^l, v_\varepsilon^l)\).

**Remark 6** The construction of the descent direction above does not give a sharp estimate for the critical load \( t_\varepsilon^l \) above which \((u_\varepsilon^c, v_\varepsilon^c)\) becomes a saddle point. This is not an issue in the practical implementation, as it suffices to increase the load until bifurcation toward the “cracked” solution happens, and then use the Backtracking algorithm. Note, however, that since \( t_\varepsilon^l \to \infty \) as \( \varepsilon \to 0 \), one may have to consider very large loads before bifurcation happens. There are several ways to address this issue numerically, including implementing a continuation algorithm on the regularization parameter \( \varepsilon \) or adding perturbations to the field \( \nu \). These numerical techniques are being investigated.

### 3.2 Numerical results

In order to illustrate the result of the previous section, we ran several numerical experiments on a two-dimensional beam with \( l = 5 \). In the one we discuss later, the mesh consists of approximately 149,000 linear finite elements and 75,000 nodes (a coarser mesh would lead to similar results). Total
computation time is less than 1/2 hour, using 32 Intel Xeon 1.8GHz processors. The computational cost is $1.155 \cdot 10^{12}$ Flops, the mesh size $h = 1.5 \cdot 10^{-2}$, the regularization parameter $\varepsilon = 8.0 \cdot 10^{-7}$, and $\eta_0$ is $1.0 \cdot 10^{-7}$. We discretized the time interval $(0, 10)$ into 201 equi-distributed time steps. The material properties are $G_c = 1$, $E = 1$, and $\nu = 0$. For this choice of parameters, the critical load upon which total failure of the domain should happen is $t_c = \sqrt{5} \simeq 2.2361$.

Figure 1 represents the profiles $u_z$ and $v_z$ corresponding to the uncracked (left) and cracked (right) solutions. Figure 2(a) represents the bulk, surface and total energies as a function of the load, without Backtracking. As expected, the critical failure load is overestimated, with a bifurcation taking place at $t \simeq 7.8$, and the total energy is not monotonic. Figure 2(b) represents the total energy of the system as a function of the iteration number (dashed line) and its theoretical value (solid line). The outcome of the Backtracking algorithm is the following: at first, time steps 0 to 7.8 are computed, and the Alternate Minimizations algorithm fails to bifurcate towards the cracked solution. At $t \simeq 7.85$, the cracked solution becomes feasible for the Alternate Minimizations algorithm, and the total energy of the system decreases. At this point, condition (18) is not satisfied for all time steps with $t > t_c$, and the Backtracking algorithm returns to $t \simeq 2.4$, initializing the Alternate Minimizations algorithm with the cracked solution. The final total energy corresponds to the lower envelope of the dashed curve. The error on the total energy is less than 10%.

Figure 3 formally illustrates Theorem 5, and shows how the Backtracking algorithm allows switching from one critical point to the other. It represents a sketch of the shape of the total energy as a function of $(u, v)$ for various loads. The letters (a), (b), (c), (d) correspond to the locations highlighted in Figure 2(b). Figure 3(a) is a sketch of the total energy as a function of $(u, v)$ for a
load $t < t_c$. The leftmost well corresponds to the uncracked solution (in this case also the global minimizer) and the right one to the cracked solution. Started from within the left well, the Alternate Minimizations will converge to the uncracked solution. Figure 3(b) corresponds to the critical load $t = t_c$. In Figure 3(c), the load is such that $t_c < t < t_f^\varepsilon$. The global minimum corresponds to the cracked solution, but the outcome of the Alternate Minimizations algorithm will depend on the well in which it is initialized. Finally, Figure 3(d) corresponds to $t \geq t_f^\varepsilon$. In this case, the Alternate Minimizations will converge to the cracked solution, providing a better initial guess for the time steps $t_c \leq t \leq t_f^\varepsilon$.

The fact that the numerical scheme eventually converges towards a “cracked” solution may seem counter-intuitive. Indeed, when $u'$ and $v$ are constant, the gradient of $F_\varepsilon$ with respect to $v$ is constant (up to the discretization error). In a gradient-based algorithm, it would be very difficult to escape from the “uncracked” solution. Alternating full minimization with respect to $u$ and $v$ certainly makes it easier.

It is also worth noticing that in the previous section, we have considered perturbations with norm 1. In the numerical experiments, the discretization, rounding and iterative solver errors play that role. Because of their much smaller magnitude, we do not expect the critical load $t_f^\varepsilon$ to coincide with the load at which bifurcation happens in the numerical experiments.

4. Numerical experiments

4.1 Revisiting the fiber pullout experiment

The main contribution of our Backtracking algorithm is to identify crack evolutions which do not satisfy the global necessary condition for optimality (18). Indeed, a quick literature survey reveals that this is a common issue in numerical experiments. In [Neg03, Figure 11], the total energy for a mode-I experiment in planar elasticity is shown to be decreasing for $0.26 \leq t \leq 0.27$, which is not compatible with (18). Similarly, [BFM00, Section 3.2] presents a traction experiment on a square plate, reinforced at its center by an unbreakable fiber. In Figure 3, the total energy is also decreasing around the critical loads corresponding to brutal evolution, which is consistent with the analysis in the previous section. The same experiment is presented in [DLM07, Figure 7] with a similar outcome.

We re-ran this experiment on a thinner mesh with and without Backtracking algorithm. The domain $\Omega$ corresponds to the black area in Figure 5. The circle in the center of the domain

**Fig. 3.** Energy profile as a function of the load.
represents a fiber on which homogeneous Dirichlet boundary conditions are applied, while on the upper rectangle, a displacement $u = (0, t)$ is prescribed. The radius of the inclusion is .5, the length of the square edges 3, the material properties are set to $E = 4,000$, $v = .2$, and $G_c = 100$. The mesh consists of approximately 36,000 nodes and 72,000 elements, and we performed 125 load increments for $0 \leq t \leq .625$. The parameters $\varepsilon$ and $\eta_c$ are respectively $10^{-1}$ and $10^{-6}$, and the irreversibility threshold is $\alpha_\varepsilon = 10^{-2}$.

Figure 4(a) represents the evolution of the bulk, surface and total energies as a function of the load when the Backtracking algorithm is not used. It is similar to Figure 3 in [BFM00]. In particular, it is easy to see that condition (18) is violated around $t = .45$ and $t = .5$, which are the critical loads upon which brutal crack propagation takes place. Figure 4(b) correspond to the outcome of the same simulation, using the Backtracking algorithm. The total energy from the previous case is also plotted for comparison. When using the Backtracking algorithm, condition (18) is satisfied for all $t$. The qualitative crack evolution is similar in both cases, and consistent with the description in [BFM00], however, the Backtracking algorithm leads to a better estimate of the critical loads upon which the ligaments fail.

Figure 5 depicts the crack evolution for selected loads. The points where $v > \alpha_\varepsilon$ are black, while those with $v \leq \alpha_\varepsilon$ are white. This post-processing makes the location of the cracks obvious. The original field $v$, which is not plotted here, is still a smooth function.
4.2 Perforated plate under mode-I load

The last numerical result we present is the simulation of a mode-I traction experiment on a pre-cracked perforated plate. We consider a rectangular domain \( \Omega = (-.5, .5) \times (-1, 1) \) with a pre-existing crack along the segment \(-1 \leq y \leq 0, x = 0\), and equi-distributed perforations of diameter \(.03\) (see Figure 6). On the lower edge of \( \Omega \), one applies a constant displacement, \( u(x, y) = (-t, 0) \) if \( x < 0 \) and \( u(x, y) = (t, 0) \) if \( x > 0 \), corresponding to the mode-I opening of the pre-existing crack. The material properties of the samples are \( E \simeq 25.2, \nu \simeq .2857 \) (corresponding to \( \lambda = 12 \) and \( \mu = 9 \)), and \( G_c = 1.0 \). Figure 6 represents the deformation of the sample, along with the evolution of the crack, using the Backtracking algorithm. Again, the points where \( v > 2 \cdot 10^{-2} \) are black, while those with \( v \leq 2 \cdot 10^{-2} \) white. We ran this computation on a variety of meshes ranging from \( h \simeq 10^{-1} \) (30,084 nodes and 15,655 elements) to \( h \simeq 3.3 \cdot 10^{-3} \) (134,784 nodes and 265,855 elements), using up to 600 time steps. The unstructured meshes were generated using a Delaunay–Voronoy algorithm, and are therefore almost isotropic. The full computation on the largest mesh took 8 hours on 64 processors of NCSA’s Teragrid cluster, with a cost of \( 1.154 \cdot 10^{14} \) Flops.

![Figure 6. Perforated plate subject to mode-I traction.](image)

Figure 7 represents the evolution of the bulk, surface and total energies as a function of the load (with Backtracking on the left and without on the right), and a comparison of the total energies at the center.
For loads $0 \leq t < .785$, the pre-existing crack does not propagate, and the total energy is equal to the bulk energy (see Figure 6(a)). At a critical load $t \simeq .786$, the crack propagates brutally until it reaches one of the perforations (Figure 6(b)), then remains unchanged again until $t \simeq .841$. At $t \simeq .841$, again it propagates brutally until a second perforation (Figure 6(c)). After that, the crack continues to propagate brutally from one perforation to the next for loads $t \simeq .931$ (Figure 6(d)), $t \simeq 1.00$ (Figure 6(e)), and $t \simeq 1.03$ (Figure 6(f)). Finally, at time $t \simeq 1.04$, the last two links break at the same time, and the sample reaches final failure (Figure 6(e)). The brutal behavior of the crack set can be seen from the form of the surface energy in Figure 7 (left), which is almost piecewise constant.

In this case again, the Backtracking method leads to a solution with a lower total energy (Figure 7(c)), and to a consistent time evolution, satisfying the growth condition at each time step. More importantly, the qualitative crack behavior is different: using Alternate Minimizations without...
Backtracking, one obtains a smooth crack growth in between the last two holes—compare the slowly increasing surface energy for $2.0 \leq t \leq 2.5$ in Figure 7(b) to the piecewise constant surface energy in Figure 7(a). Also, the Backtracking leads to an accurate prediction of critical loads inducing crack propagation, while straightforward minimization overestimates them (compare the location of discontinuities in the surface energy in Figures 7(a) and 7(b)).
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