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Abstract. An earlier paper proved the convergence of a variable stepsize Bregman operator splitting algorithm (BOSVS) for minimizing $\phi(Bu) + H(u)$, where $H$ and $\phi$ are convex functions, and $\phi$ is possibly nonsmooth. The algorithm was shown to be relatively efficient when applied to partially parallel magnetic resonance image reconstruction problems. In this paper, the convergence rate of BOSVS is analyzed. When $H(u) = \|Au - f\|^2$, where $A$ is a matrix, it is shown that for an ergodic approximation $u_k$ obtained by averaging $k$ BOSVS iterates, the error in the objective value $\phi(Bu_k) + H(u_k)$ is $O(1/k)$. When the optimization problem has a unique solution $u^*$, we obtain the estimate $\|u_k - u^*\| = O(1/\sqrt{k})$. The theoretical analysis is compared to observed convergence rates for partially parallel magnetic resonance image reconstruction problems where $A$ is a large dense ill-conditioned matrix.
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1. Introduction. In this paper, we develop a convergence rate analysis for the variable stepsize Bregman operator splitting algorithm (BOSVS) to solve

\[
\min_{u \in \mathbb{C}^N} \phi(Bu) + H(u),
\]

where $\phi(\cdot)$ and $H(\cdot)$ are convex real-valued functions, $\phi : \mathbb{C}^l \to \mathbb{R}$ is possibly nonsmooth, $H : \mathbb{C}^N \to \mathbb{R}$ is continuously differentiable, and $B$ is an $l \times N$ matrix. In our target application, magnetic resonance image reconstruction, $u \in \mathbb{C}^N$ denotes an image containing $N$ pixels. Problems with the structure of (1.1) have received much attention during the last decade; references include [4, 8, 11, 13, 14, 18, 20, 21, 26, 33, 39, 41, 42, 43, 44, 45, 46, 47, 48, 49, 51, 52].

Our analysis is based on the following split reformulation of (1.1):

\[
\min_{u \in \mathbb{C}^N, \, w \in \mathbb{C}^l} \Phi(u, w) := \phi(w) + H(u) \quad \text{subject to} \quad Bu = w.
\]

The paper will focus on the following form for $H$ which arises in image reconstruction problems:

\[
H(u) = \frac{1}{2} \|Au - f\|^2,
\]
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where \( A \in \mathbb{C}^{M \times N} \) describes the imaging device, \( f \in \mathbb{C}^M \) is the measured data, and \( \| f \|^2 = \langle f, f \rangle \), where \( \langle \cdot, \cdot \rangle \) is the Euclidean inner product. By Lemma 3.1 in [19], if \( \phi(w) \) tends to infinity as \( \| w \| \) tends to infinity and (1.3) holds, then there exists a solution to (1.1). Moreover, if \( \phi \) is strictly convex and the null spaces of \( A \) and \( B \) only intersect at the origin, then the solution of (1.1) is unique. In partially parallel imaging [9], \( A \) is large, dense, and ill-conditioned. For efficiency, the evaluation of the product \( Au \) must be kept to a minimum when solving (1.1).

The alternating direction method of multipliers (ADMM) [16, 17, 22] is a common approach for split formulations such as (1.2). In this approach, the augmented Lagrangian is successively minimized over one variable, then the other, followed by an update of the multiplier. More precisely, when \( H \) has the form (1.3) arising in imaging, the iteration is

\[
\begin{align*}
\lambda^{k+1} &= \arg \min \left\{ \frac{1}{2}\| Au - f \|^2 + \frac{\rho}{2} \| w^k - Bu + \rho^{-1}b^k \|^2 : u \in \mathbb{C}^N \right\}, \\
\omega^{k+1} &= \arg \min \left\{ \phi(w) + \frac{\rho}{2} \| w - Bu^{k+1} + \rho^{-1}b^k \|^2 : w \in \mathbb{C}^l \right\}, \\
\nu^{k+1} &= \nu^k - \rho(Bu^{k+1} - \nu^k). \\
\end{align*}
\]

The convergence rate of ADMM is \( O(1/k) \) [22, 28]. Notice that in each iteration when \( u^{k+1} \) is computed, we need to solve a linear system with matrix \( (AT + BT) \), where \( \dagger \) denotes conjugate transpose. In applications such as partially parallel imaging, this matrix is large and dense, and the algorithm is intractable computationally. In order to deal with the high cost of an ADMM iteration in this context, a linearization technique, the Bregman operator splitting scheme (BOS), was developed [49, 50], where the quadratic term \( \| Au \|^2 \) was replaced by a linear approximation. BOS can be viewed as a special case of the alternating direction proximal method of multipliers. In this proximal perspective, the BOS update for \( u^{k+1} \) is

\[
\begin{align*}
\lambda^{k+1} &= \arg \min \left\{ \frac{1}{2}\| Au - f \|^2 + \frac{\rho}{2} \| w^k - Bu + \rho^{-1}b^k \|^2 + \frac{1}{2}\| u - u^k \|^2_Q : u \in \mathbb{C}^N \right\}, \\
\omega^{k+1} &= \omega^k - \rho(Bu^{k+1} - \omega^k). \\
\end{align*}
\]

where \( \| u \|_Q = \langle u, Qu \rangle \) and \( Q = \delta I - AT \) with \( \delta > 0 \) a positive scalar. For this choice of \( Q \), the \( AT \) term in \( \| Au - f \|^2 \) is canceled by the \( AT \) term in \( \| u - u^k \|^2_Q \), and the intractable term in ADMM is eliminated. The convergence analysis for BOS ultimately requires that \( \delta \) be greater than the spectral radius of \( AT \) (see Theorem 4.2 in [50] or Theorem 5.6 in [36]). When this holds, BOS has the same \( O(1/k) \) convergence rate as ADMM, but for ergodic iterates associated with the original iterates [36]. In the imaging context, BOS is much faster than ADMM, even though the convergence rate is the same, since it is no longer necessary to solve a large dense linear system.

In the variable stepsize Bregman operator splitting algorithm (BOSVS), introduced in [9], the scalar \( \delta \) in BOS is replaced by a parameter \( \delta_k \), which is evaluated at each iteration through a line search process. Our line search process is loosely related to the SpaRSA algorithm [1, 3, 5, 40], where the objective is linearized and a proximal parameter is adjusted in each iteration to satisfy a line search condition. The objective in the BOS update for \( u^{k+1} \) is not linear due to the \( \| Bu \|^2 \) term, but it is partially linearized through the removal of the \( \| Au \|^2 \) term. Initially, \( \delta_k \) in BOSVS is given by the Barzilai–Borwein [2] formula

\[
\delta_k = \frac{\| A(u^k - u^{k-1}) \|^2}{\| u^k - u^{k-1} \|^2}.
\]
which emerges when $A^T A$ is approximated by a multiple of the identity matrix. If the line search condition is not satisfied, then $\delta_k$ is increased. By carefully controlling the growth of $\delta_k$, we are able to guarantee convergence while achieving much better performance in partially parallel image reconstruction problems when compared to the performance for a fixed $\delta$ greater than the spectral radius of $A^T A$.

As noted earlier, the convergence analysis of BOS hinged on the positive definiteness of the proximal term, which required that $\delta$ be greater than the spectral radius of $A^T A$. In contrast, in BOSVS $\delta_k$ is typically less than the spectral radius of $A^T A$ and the proximal term is indefinite, which requires a completely new analysis. Our earlier work [9] established the convergence of BOSVS. In this paper, we establish an $O(1/k)$ convergence rate for the ergodic iterate

$$u_k = \frac{1}{k} \sum_{j=1}^{k} u^{j+1},$$

obtained by averaging $k$ BOSVS iterates. If (1.1) has a solution $u^*$, then we prove that

$$\phi(Bu_k) + H(u_k) - [\phi(Bu^*) + H(u^*)] = O(1/k).$$

This is the same convergence rate which holds for the BOS ergodic iterates (see [36, Thm. 6.2]); however, we observe better performance in practice through the use of an indefinite proximal term. If the null spaces of $A$ and $B$ only intersect at the origin and $\phi$ satisfies a strong convexity condition so that the solution of (1.1) is unique, then we also show that

$$\|u_k - u^*\| = O\left(\frac{1}{\sqrt{k}}\right).$$

The numerical experiments reveal that the error in the BOSVS iterates is highly oscillatory, while the error in the ergodic iterates decays nearly monotonically.

The use of an ergodic mean in the analysis of gradient-type and/or proximal point-based methods for convex minimization and monotone variational inequalities dates back to at least the mid-seventies [6]. Applications of ergodic convergence theory include the convergence rate of the Douglas–Rachford alternating direction method [17] established in [22], the complexity result [27] of Monteiro and Svaiter for the hybrid proximal extragradient algorithm, and the $O(1/k)$ convergence result [30] of Nemirovski for a prox-method. Also, in [24] Lan and Monteiro give an $O(1/k)$ convergence result for an augmented Lagrangian-type algorithm employing Nesterov's optimal method [31]. The analysis assumes that the objective function has a Lipschitz continuous gradient, while we consider a nonsmooth objective in this paper.

Also, we point out the recent work of Chen, Lan, and Ouyang [10] on an accelerated primal-dual method for solving a class of deterministic and stochastic saddle point problems. Their method achieves the same $O(1/k)$ convergence rate as that of Nesterov’s smoothing technique [32]. The error is measured relative to a perturbation-based termination criterion of Monteiro and Svaiter [27]. The algorithm in [10] differs from the BOSVS algorithm in the treatment of the constraint $w = Bu$. BOSVS treats the constraint using an augmented Lagrangian approach (both a penalty and a Lagrange multiplier), while in Algorithm 2 of [10] the constraint is handled through a conjugate function. The algorithm in [10] involves a number of parameters that need to be chosen in a careful, conservative way to obtain the convergence results. Since BOSVS employs a line search, potentially larger and more aggressive steps can be taken, especially at early iterations. Note that the analogue of the $u^k$ update in [10]
requires the evaluation of $\nabla H$ at an auxiliary point, which is not an iterate. Hence, it would seem that if a line search were developed for the $u^k$ update in [10], then the gradient would need to be evaluated at two points in each iteration. The algorithm in [10] seems promising, but the comparison with BOSVS in performance for partially parallel imaging, where $\phi$ corresponds to total variation regularization, is not clear.

The paper is organized as follows. Section 2 examines some general variational inequality formulations of nonsmooth minimization problems which provide the framework for our analysis, while section 3 states the BOSVS algorithm and the prior convergence analysis. In section 4 we derive new properties for BOSVS that enter into the ergodic convergence analysis. The main convergence theory is developed in section 5, while section 6 gives a numerical study of the convergence rate of the BOSVS iterates and the ergodic means in partially parallel magnetic resonance image reconstruction.

Notation. A superscript $^T$ denotes conjugate transpose, and $\langle \cdot, \cdot \rangle$ is the Euclidean inner product. If $x$ and $y \in \mathbb{C}^N$, then $\langle x, y \rangle = x^T y$. We let $\| \cdot \|$ denote the Euclidean norm given by $\|x\| = \sqrt{\langle x, x \rangle}$. If $Q \in \mathbb{C}^{N \times N}$ is a Hermitian matrix, then we define

$$\|x\|_Q^2 := \langle x, Qx \rangle.$$ 

If $Q$ is also positive definite, then $\| \cdot \|_Q$ is a norm. However, in this paper, we also use $\| \cdot \|_Q$ in cases where $Q$ is indefinite. The smallest (most negative) eigenvalue of $Q$ is denoted $\lambda_{\min}(Q)$. $\mathcal{N}(A)$ denotes the null space of the matrix $A$. Throughout the paper, we let $c$ denote a generic constant which has different values in different equations. This constant is always independent of the iteration number $k$.

Throughout the paper, we work in $\mathbb{C}^N$. For each $x \in \mathbb{C}^N$, a real-valued convex function $F$ has a nonempty subdifferential set $\partial F(x)$ with the property that for each $s \in \partial F(x)$ and for each $y \in \mathbb{C}^N$,

$$F(y) \geq F(x) + \langle s, y - x \rangle.$$ 

Here $\text{Re}$ stands for “real part.” If $F$ is differentiable, then we also let $\nabla F(x)$ denote the gradient at $x$. The real part must be included in (1.4) since the associated support hyperplane inequality should be formulated in $\mathbb{R}^{2N}$, while we are working in the complex space $\mathbb{C}^N$.

2. Some variational inequalities. Our analysis centers around some variational inequalities which we now develop. The following result follows from the analysis on page 102 of Nemirovski’s lecture notes [29].

Proposition 2.1. If $F : \mathbb{C}^N \rightarrow \mathbb{R}$ and $K \subset \mathbb{C}^N$ are both convex, then we have

$$\text{Re} \langle y, x - x' \rangle \geq 0 \text{ for all } x \in K \text{ and } y \in \partial F(x)$$

if and only if

$$F(x^*) \leq F(x) \text{ for all } x \in K.$$ 

Let us consider the Lagrangian $L : \mathbb{C}^N \times \mathbb{C}^l \times \mathbb{C}^l \rightarrow \mathbb{R}$ associated with (1.2):

$$L(u, w, b) = \phi(w) + H(u) - \text{Re} \langle b, Bu - w \rangle,$$

where $b \in \mathbb{C}^l$ is the Lagrange multiplier. Since $L$ is convex with respect to $u$ and $w$, it follows that if $u^*$ and $w^*$ are optimal in (1.2), then there exists $b^* \in \mathbb{C}^l$ such that

$$L(u^*, w^*, b^*) = \min \{ L(u, w, b^*) : u \in \mathbb{C}^N, w \in \mathbb{C}^l \}.$$
Conversely, if there exist $u^* \in \mathbb{C}^N$, $w^* \in \mathbb{C}^l$, and $b^* \in \mathbb{C}^l$ such that $w^* = Bu^*$ and (2.4) holds, then $u^*$ and $w^*$ are optimal in (1.2). By Proposition 2.1, (2.4) is equivalent to the inequality
\begin{equation}
\text{Re} \langle \nabla H(u) - B^T b^*, u - u^* \rangle + \text{Re} \langle s + b^*, w - w^* \rangle \geq 0
\end{equation}
for all $u \in \mathbb{C}^N$, $w \in \mathbb{C}^l$, and $s \in \partial \phi(w)$. Hence, if $u^*$ and $w^*$ are optimal in (1.2), then there exists $b^* \in \mathbb{C}^N$ such that (2.5) holds. Conversely, if there exist $u^* \in \mathbb{C}^N$, $w^* \in \mathbb{C}^l$, and $b^* \in \mathbb{C}^l$ such that $w^* = Bu^*$ and (2.5) holds, then (2.4) holds and $u^*$ and $w^*$ are optimal in (1.2).

Now, let us consider the closely related variational inequality
\begin{equation}
\text{Re} \langle \nabla H(u) - B^T b^*, u - u^* \rangle + \text{Re} \langle s + b^*, w - w^* \rangle + \text{Re} \langle Bu^* - w^*, b - b^* \rangle \geq 0
\end{equation}
for all $b \in \mathbb{C}^l$, $u \in \mathbb{C}^N$, $w \in \mathbb{C}^l$, and $s \in \partial \phi(w)$. If (2.6) holds for some $u^* \in \mathbb{C}^N$, $w^* \in \mathbb{C}^l$, and $b^* \in \mathbb{C}^l$, then from the last term in (2.6), we deduce that $Bu^* = w^*$. Hence, the last term in (2.6) vanishes and (2.5) holds. Consequently, $u^*$ and $w^*$ are solutions of (1.2). Conversely, if $u^*$ and $w^*$ are solutions of (1.2), then (2.5) holds, which implies that (2.6) holds since $u^*$ and $w^*$ are feasible in (1.2) and the last term in (2.6) vanishes. Hence, (2.6) is equivalent to the existence of a solution $(u^*, w^*)$ to (1.2).

Finally, let us now consider another related variational inequality: Find $u^* \in \mathbb{C}^N$, $w^* \in \mathbb{C}^l$, and $b^* \in \mathbb{C}^l$ such that
\begin{equation}
\text{Re} \langle \nabla H(u) - B^T b, u - u^* \rangle + \text{Re} \langle s, w - w^* \rangle + \text{Re} \langle Bu - w, b - b^* \rangle \geq 0
\end{equation}
for all $b \in \mathbb{C}^l$, $u \in \mathbb{C}^N$, $w \in \mathbb{C}^l$, and $s \in \partial \phi(w)$. If (2.7) holds, then we can replace $b$ by $b - b^* + b^*$ in the first two terms and rearrange to obtain (2.6). Conversely, if (2.6) holds, then we can replace $b^*$ by $b^* - b + b$ and rearrange to obtain (2.7). Hence, (2.6) and (2.7) are equivalent. We summarize these observations as follows.

**Proposition 2.2.** There exist $u^* \in \mathbb{C}^N$, $w^* \in \mathbb{C}^l$, and $b^* \in \mathbb{C}^l$ satisfying (2.7) if and only if $u^*$ and $w^*$ are optimal in (1.2).

Note that the variational inequality (2.7) can also be expressed as
\begin{equation}
\text{Re} \langle y, x - x^* \rangle \geq 0
\end{equation}
for all $x = (u, w, b) \in \mathbb{C}^N \times \mathbb{C}^l \times \mathbb{C}^l$ and $y \in F(x)$, where
\begin{equation}
F(x) = F(u, w, b) := \begin{bmatrix}
\nabla H(u) - B^T b \\
\partial \phi(w) + b \\
Bu - w
\end{bmatrix}.
\end{equation}
We will show that $x^*$ in (2.8) can be replaced by the ergodic iterate at iteration $k$ if the right side of (2.8) is replaced by $-c/k$. Hence, the ergodic iterates satisfy a perturbed variational inequality. This perturbed variational formulation becomes the basis for our error analysis.

In contrast to (2.8), He and Yuan in [22] write (2.4) in the form of a variational inequality, which in our setting amounts to finding $x^* = (u^*, w^*, b^*) \in \mathbb{C}^N \times \mathbb{C}^l \times \mathbb{C}^l$ such that
\begin{equation}
\Phi(u, w) - \Phi(u^*, w^*) + \text{Re} \langle x - x^*, \tilde{F}(x^*) \rangle \geq 0
\end{equation}
for all \(x = (u, w, b) \in \mathbb{C}^N \times \mathbb{C}^l \times \mathbb{C}^l\), where

\[
\tilde{F}(u, w, b) = \begin{bmatrix} -B^Tb \\ b \\ Bu - w \end{bmatrix}.
\]

Since \(\langle x - x^*, \tilde{F}(x) - \tilde{F}(x^*) \rangle = 0\), the inequality (2.10) is equivalent to finding \(x^* = (u^*, w^*, b^*) \in \mathbb{C}^N \times \mathbb{C}^l \times \mathbb{C}^l\) such that

\[
(2.11) \quad \Phi(u, w) - \Phi(u^*, w^*) + \text{Re} \langle x - x^*, \tilde{F}(x) \rangle \geq 0
\]

for all \(x = (u, w, b) \in \mathbb{C}^N \times \mathbb{C}^l \times \mathbb{C}^l\). In [22] the authors show that the ergodic iterates satisfy a perturbed version of the inequality (2.11).

3. BOSVS. Algorithm 1 is the BOSVS algorithm of [9]. In BOSVS, the variable \(b^k\) is the approximation to a multiplier associated with the constraint \(Bu = w\) in the split formulation (1.2), the parameter \(\rho\) is the penalty for constraint violation in the augmented Lagrangian associated with (1.2), and Step 5 represents a first-order multiplier update. \(\beta\) in Step 4 is a proximal regularization parameter connected with the variable \(w\). Step 3 allows some growth in the lower bounded \(\Delta_k\) for \(\delta_k\) when \(\delta_k > \delta_{k-1}\). In this paper, \(\delta_k\) of Step 2 is given by a safe-guarded version of the Barzilai–Borwein [2] formula

\[
(3.1) \quad \delta_k = \max \left\{ \Delta_k, \frac{\|A(u^k - u^{k-1})\|^2}{\|u^k - u^{k-1}\|^2} \right\}
\]

**Bregman Operator Splitting with Variable Stepsize (BOSVS)**

**Parameters:** \(\tau, \eta > 1, \beta, C \geq 0, \rho, \delta_{\text{min}} > 0, \xi, \sigma \in (0, 1), \delta_0 = 1\).

**Starting guess:** \(u^1 \in \mathbb{C}^l, u^1 \in \mathbb{C}^N, b^1 \in \mathbb{C}^l\). Set \(Q_1 = 0\) and \(\Delta_1 = \delta_{\text{min}}\).

For \(k = 1, 2, \ldots\)

**Step 1.** \(\delta_k = 1\) if \(k = 1\); otherwise, \(\delta_k\) is given by (3.1).

**Step 2.** Set \(\delta_k = \eta^j \delta_k\) where \(j \geq 0\) is the smallest integer such that

\[
Q_{k+1} \geq -\frac{\Omega_k}{\eta} \quad \text{where} \quad Q_{k+1} := \xi_k Q_k + \Omega_k \quad \text{with}
\]

\[
\Omega_k := \sigma \left( \delta_k \|u^{k+1} - u^k\|^2 + \rho \|Bu^{k+1} - w^k\|^2 \right) - \|A(u^{k+1} - u^k)\|^2, \quad \text{and}
\]

\[
u^{k+1} = \arg \min_u \left\{ \delta_k \|u - u^k + \delta_k^{-1} A^T(Au^k - f)\|^2 + \rho \|u^k - Bu + \rho^{-1} b^{k+1}\|^2 \right\},
\]

\(0 \leq \xi_k \leq \min\{\xi, (1 - k^{-1})^2\}\).

**Step 3.** If \(\delta_k \leq \max\{\delta_{k-1}, \Delta_k\}\), then \(\Delta_{k+1} = \Delta_k\); otherwise \(\Delta_{k+1} = \tau \Delta_k\).

**Step 4.** \(w^{k+1} = \arg \min_w \left\{ \phi(w) + \frac{\rho}{2} \|w - Bu^{k+1} + \rho^{-1} b^{k+1}\|^2 + \frac{\beta}{2} \|w - w^k\|^2 \right\}\).

**Step 5.** \(b^{k+1} = b^k - \rho(Bu^{k+1} - w^{k+1})\).

**Step 6.** If a stopping criterion is satisfied, terminate the algorithm.

**End For**

_Alg. 1. The BOSVS algorithm._
for \( k > 1 \). For \( k = 1 \), \( \delta_k \) can be chosen arbitrarily; we take \( \delta_1 = 1 \). In [9] we proved a uniform bound on \( \delta_k \) when \( \delta_k \) is chosen in this way. Typically, we start by taking \( \delta_{\text{min}} \) small, in which case \( \delta_k = \|A(u^k - u^{k-1})\|^2/\|u^k - u^{k-1}\|^2 \) for small \( k \), which is less than the largest eigenvalue of \( A^TA \) except in the very special case where \( u^k - u^{k-1} \) is aligned with a vector associated with the largest eigenvalue of \( A^TA \). As a result, the associated proximal term in the alternating direction proximal method of multipliers is typically indefinite. Step 2 amounts to a line search which permits potential growth in \( \delta_k \). This line search is sufficient to guarantee convergence as shown in [9], but typically \( \delta_k \) remains smaller than the largest eigenvalue of \( A^TA \). There is a minor change in the initialization of the BOSVS parameter \( C \) of Algorithm 1 compared to the initializations in [9]. In [9] we indicated \( C > 1 \) since we thought that larger values of \( C \) would cause the line search to terminate more quickly and provide better performance. However, for the convergence theory, we only need \( C \geq 0 \). For the ergodic convergence results, we need to bound \( \xi_k \) away from 1 in Step 2, while this constraint was not needed for the global convergence of BOSVS. The iterates \((u^k, w^k, b^k)\) of the BOSVS algorithm converge to both a solution and a multiplier associated with the constraint in (1.2) as shown in [9].

Results for the BOSVS algorithm established in [9] are summarized in the following theorem. In this section and in the remainder of the paper, we assume that \( H \) has the special form (1.3) which arises in imaging.

**Theorem 3.1.** The BOSVS algorithm has the following properties:

1. If there exists a solution of (1.2), then the sequence \( x^k = (u^k, w^k, b^k) \) generated by BOSVS approaches a limit \( x^* = (u^*, w^*, b^*) \), where the first-order optimality conditions for (1.2) are satisfied. That is,
   \[
   \nabla H(u^*) - B^T b^* = 0, \quad -b^* \in \partial \phi(w^*), \quad w^* = Bu^*.
   \]
   Moreover, \((u^*, w^*)\) is a solution of (1.2) with \( b^* \) a corresponding Lagrange multiplier.

2. In Step 2 of BOSVS, the integer \( j \) is bounded uniformly in \( k \) and \( \delta_k \leq \eta \|A\|^2/\sigma \).

3. In Step 3 of BOSVS, \( \Delta_{k+1} = \Delta_k \) except for at most \( \log_2(\|A\|^2/(\sigma \delta_{\text{min}})) \) iterations. Hence, \( \delta_k \leq \delta_k-1 \) except in a finite number of iterations.

4. If the sequence \( x^k = (u^k, w^k, b^k) \) generated by BOSVS approaches a limit \( x^* = (u^*, w^*, b^*) \), then we have
   \[
   \sum_{k=1}^{\infty} \|u^{k+1} - u^k\|^2 + \|w^{k+1} - w^k\|^2 + \|Bu^{k+1} - w^k\|^2 < \infty.
   \]

**4. Additional properties of BOSVS.** We now establish a few additional properties of the BOSVS algorithm.

**Lemma 4.1.** If \( \delta_k \) is chosen according to Step 2 of the BOSVS algorithm and the matrix \( G_k \) is defined by
   \[
   G_k := \delta_k I - A^TA,
   \]
   where \( I \) is the \( N \times N \) identity matrix, then
   \[
   \|u^{k+1} - u^k\|^2_{G_k} \geq -\tau_k + \theta \|u^{k+1} - u^k\|^2,
   \]
   where \( \theta = (1 - \sigma) \delta_{\text{min}} \) and
   \[
   \tau_k = \frac{C}{k^2} + \xi_k Q_k + \sigma \rho \|Bu^{k+1} - w^k\|^2.
   \]
Proof. In Step 2 of BOSVS, δₖ is accepted if

\[ Q_{k+1} \geq \frac{C}{k^2}, \tag{4.2} \]

where \( Q_{k+1} = \xi_k Q_k + \Omega_k, \xi_k \in [0, (1 - k^{-1})^2], \) and \( \Omega_k \) is defined by
\[
\Omega_k = \sigma \left( \delta_k \|u^{k+1} - u^k\|^2 + \rho \|B u^{k+1} - w^k\|^2 \right) - \|A(u^{k+1} - u^k)\|^2.
\]

Hence, the inequality (4.2) can be written as
\[
\frac{C}{k^2} + \xi_k Q_k + \sigma \left( \delta_k \|u^{k+1} - u^k\|^2 + \rho \|B u^{k+1} - w^k\|^2 \right) - \|A(u^{k+1} - u^k)\|^2 \geq 0.
\]

We rearrange this to obtain
\[
\frac{C}{k^2} + \xi_k Q_k + \left( \delta_k \|u^{k+1} - u^k\|^2 - \|A(u^{k+1} - u^k)\|^2 \right) + \sigma \rho \|B u^{k+1} - w^k\|^2 \geq (1 - \sigma) \delta_{\min} \|u^{k+1} - u^k\|^2,
\]

since \( \delta_k \geq \delta_{\min} \) for all \( k \). In terms of \( G_k = \delta_k I - A^T A \), this inequality can be expressed as
\[
\frac{C}{k^2} + \xi_k Q_k + \|u^{k+1} - u^k\|_{G_k}^2 + \sigma \rho \|B u^{k+1} - w^k\|^2 \geq (1 - \sigma) \delta_{\min} \|u^{k+1} - u^k\|^2.
\]

Hence, the lemma holds with \( \theta = (1 - \sigma) \delta_{\min}. \)

Numerically, we observe that the error in the iterates generated by BOSVS is highly oscillatory. In the paper, we analyze the convergence rate of an ergodic sequence associated with the BOSVS iterates. Let \( x^k = (u^k, w^k, b^k) \) be the BOSVS iterates, and define a modified sequence \( \bar{x}^k = (\bar{u}^k, \bar{w}^k, \bar{b}^k) \), where

\[ \bar{u}^k = u^{k+1}, \quad \bar{w}^k = w^{k+1}, \quad \bar{b}^k = b^k - \rho (B w^{k+1} - w^k). \tag{4.3} \]

The associated ergodic mean \( x_k \) is given by
\[
x_k := (u_k, w_k, b_k) = \frac{1}{k} \sum_{j=1}^{k} \bar{x}^j. \tag{4.4}
\]

The next lemma establishes a variational identity for the modified sequence (4.3).

**Lemma 4.2.** The BOSVS sequence \( x^k = (u^k, w^k, b^k) \) and the modified sequence \( \bar{x}^k \) given in (4.3) satisfy

\[ W_k(x^k - \bar{x}^k) = \bar{y}^k \tag{4.5} \]

for some \( \bar{y}^k \in F(\bar{x}^k) \), where
\[
W_k := \begin{bmatrix} G_k & 0 & 0 \\ 0 & (\beta + \rho)I & 0 \\ 0 & I & \rho^{-1}I \end{bmatrix}.
\]

Here \( I \) is the \( l \times l \) identity matrix.
**Proof.** The $u$-subproblem in Step 2 of BOSVS is equivalent to

\begin{equation}
(4.6) \quad u^{k+1} = \text{argmin}_u \left\{ 2H(u) + \rho \|Bu - w^k - \rho^{-1}b^k\|^2 + \|u - u^k\|^2 \right\},
\end{equation}

where $H(u) = \frac{1}{2} \|Au - f\|^2$. These problems are equivalent since the objective functions only differ by terms independent of $u$. Setting the derivative to 0 at $u^{k+1}$ in (4.6), we get

\begin{equation}
\nabla H(u^{k+1}) + \rho B^T (Bu^{k+1} - w^k - \rho^{-1}b^k) + G_k(u^{k+1} - u^k) = 0.
\end{equation}

Since $\bar{u}^k = u^{k+1}$ and $\bar{b}^k = b^k - \rho(Bu^{k+1} - w^k)$, this expression can be written as

\begin{equation}
(4.7) \quad \nabla H(\bar{u}^k) - B^T \bar{b}^k + G_k(\bar{u}^k - w^k) = 0.
\end{equation}

The first-order optimality condition for Step 4 of BOSVS is

\begin{equation}
(4.8) \quad s^{k+1} + b^k - \rho(Bu^{k+1} - w^k) + \beta(w^{k+1} - w^k) = 0
\end{equation}

for some $s^{k+1} \in \partial \phi(u^{k+1})$. We define $\bar{s}^k := s^{k+1}$ and rewrite this in terms of $\bar{b}^k$ and $\bar{u}^k = u^{k+1}$ to obtain

\begin{equation}
(4.9) \quad \bar{s}^k + \bar{b}^k + (\beta + \rho)(\bar{u}^k - w^k) = 0.
\end{equation}

The definition of $\bar{b}^k = b^k - \rho(Bu^{k+1} - w^k)$ can be rearranged into the following form:

\begin{equation}
(4.10) \quad (Bu^k - \bar{u}^k) + (\bar{w}^k - w^k) + \frac{1}{\rho}(\bar{b}^k - b^k) = 0,
\end{equation}

where again $\bar{w}^k = w^{k+1}$ and $\bar{u}^k = u^{k+1}$. Combine (4.7)–(4.9) to obtain

\begin{equation}
\begin{bmatrix}
\nabla H(\bar{u}^k) - B^T \bar{b}^k - G_k(u^k - \bar{u}^k) \\
\bar{s}^k + \bar{b}^k - (\beta + \rho)(w^k - \bar{u}^k) \\
(Bu^k - \bar{u}^k) - (w^k - \bar{u}^k) - \rho^{-1}(b^k - \bar{b}^k)
\end{bmatrix} = 0,
\end{equation}

which is the same as (4.5).

**Lemma 4.3.** The component $z^k := (u^k, b^k)$ of the BOSVS sequence and the modified sequence $z^k := (\bar{u}^k, \bar{b}^k)$ defined in (4.3) satisfy

\begin{equation}
(4.11) \quad \|z^k - \bar{z}^k\|_D^2 - \|z^{k+1} - \bar{z}^k\|_D^2 = \beta \|w^k - \bar{w}^k\|^2 + \frac{1}{\rho} \|b^k - \bar{b}^k\|^2 \geq 0,
\end{equation}

where $D$ is a positive definite matrix defined by

\begin{equation}
D := \begin{bmatrix}
(\beta + \rho)I & 0 \\
0 & \rho^{-1}I
\end{bmatrix}.
\end{equation}

**Proof.** After substituting for $D$, the left side of (4.10) reduces to

\begin{equation}
(\beta + \rho) \|w^k - \bar{w}^k\|^2 - \|w^{k+1} - \bar{w}^k\|^2 + \rho^{-1}(\|b^k - \bar{b}^k\|^2 - \|b^{k+1} - \bar{b}^k\|^2)
\end{equation}

\begin{equation}
= (\beta + \rho) \|w^k - \bar{w}^k\|^2 + \rho^{-1}(\|b^k - \bar{b}^k\|^2 - \|b^{k+1} - \bar{b}^k\|^2),
\end{equation}

since $\bar{w}^k = w^{k+1}$. By the definition of $\bar{b}^k$ and by the formula for $b^{k+1}$ in Step 5 of BOSVS, it follows that

\begin{equation}
(4.12) \quad b^{k+1} - \bar{b}^k = \rho(w^{k+1} - w^k).
\end{equation}

With this substitution in (4.11), we obtain (4.10).
Lemma 4.4. For all $x = (u, w, b)$, we have
\[
2\text{Re} \left< x - \bar{x}^k, W_k(x^k - \bar{x}^k) \right> + \|u - u^k\|^2_{G_k} + \|z - z^k\|^2_D + \tau_k \\
\geq \|u - u^{k+1}\|^2_{G_k} + \|z - z^{k+1}\|^2_D + \theta\|u^{k+1} - u^k\|^2,
\]
where $\tau_k$ is defined in (4.1).

Proof. By the definition of $W_k$, we have
\[
\langle x - \bar{x}^k, W_k(x^k - \bar{x}^k) \rangle \\
= \langle u - \bar{u}^k, G_k(u^k - \bar{u}^k) \rangle + \langle z - \bar{z}^k, (D + E)(z^k - \bar{z}^k) \rangle
\]
for all $x = (u, z)$, where $z = (w, b)$ and
\[
E = \begin{bmatrix} 0 & 0 \\ I & 0 \end{bmatrix}.
\]

For any matrix $G$, we have
\[
\text{Re} \left< (a - b), G(c - d) \right> \\
= \frac{1}{2} \left( \|a - d\|^2_G - \|a - c\|^2_G + \|c - b\|^2_G - \|d - b\|^2_G \right).
\]
Applying this to the first term on the right side of (4.13) gives
\[
\text{Re} \left< u - \bar{u}^k, G_k(u^k - \bar{u}^k) \right> = \frac{1}{2} \left( \|u - u^{k+1}\|^2_{G_k} - \|u - u^k\|^2_{G_k} \right) + \frac{1}{2}\|u^{k+1} - u^k\|^2_{G_k},
\]
since $\bar{u}^k = u^{k+1}$. By Lemma 4.1, it follows that
\[
\text{Re} \left< u - \bar{u}^k, G_k(u^k - \bar{u}^k) \right> \geq \frac{1}{2} \left( \|u - u^{k+1}\|^2_{G_k} - \|u - u^k\|^2_{G_k} \right) \\
+ \frac{1}{2} \left( \theta\|u^{k+1} - u^k\|^2 - \tau_k \right).
\]

By (4.12), it follows that
\[
(D + E)(z^k - \bar{z}^k) = D(z^k - z^{k+1}).
\]
With this substitution, the last term in (4.13) becomes $\langle z - \bar{z}^k, D(z^k - z^{k+1}) \rangle$. We apply (4.14) to obtain
\[
\text{Re} \left< z - \bar{z}^k, D(z^k - z^{k+1}) \right> = \frac{1}{2} \left( \|z - z^{k+1}\|^2_D - \|z - z^k\|^2_D \right) \\
+ \frac{1}{2} \left( \|z^k - \bar{z}^k\|^2_D - \|z^{k+1} - \bar{z}^k\|^2_D \right).
\]
By Lemma 4.3, we have $\|z^k - \bar{z}^k\|^2_D - \|z^{k+1} - \bar{z}^k\|^2_D \geq 0$; hence
\[
\text{Re} \left< z - \bar{z}^k, D(z^k - z^{k+1}) \right> \geq \frac{1}{2} \left( \|z - z^{k+1}\|^2_D - \|z - z^k\|^2_D \right).
\]
We combine (4.13), (4.15), and (4.16) to complete the proof. \qed
Lemma 4.5. In BOSVS, \( \tau_k \) given in (4.1) satisfies \( \tau_k \geq 0 \) for each \( k \) and

\[
\sum_{k=1}^{\infty} \tau_k < \infty.
\]

Proof. Since the BOSVS parameter \( C \) is nonnegative and \( Q_1 = 0 \), we have

\[
\tau_1 = C + \sigma \rho \| Bu^2 - w^1 \|^2 \geq 0.
\]

For \( k \geq 2 \), Step 2 of BOSVS ensures that \( Q_k \geq -C/(k-1)^2 \). Since \( \xi_k \leq (1 - k^{-1})^2 \), we have

\[
\tau_k \geq \frac{C}{k^2} + \xi_k Q_k \geq \frac{C}{k^2} - \frac{C \xi_k}{(k-1)^2} \geq \frac{C}{k^2} - \frac{C}{(k-1)^2} = 0.
\]

Now, consider the series in (4.17):

\[
\sum_{k=1}^{\infty} \tau_k = \sum_{k=1}^{\infty} \frac{C}{k^2} + \sum_{k=1}^{\infty} \sigma \rho \| Bu^{k+1} - w_k \|^2 + \sum_{k=1}^{\infty} \xi_k Q_k.
\]

The first sum on the right is clearly convergent, while the second sum is convergent by Theorem 3.1, part 4. To complete the proof, we need to show that the last sum is bounded from above. Recall that \( Q_{k+1} := \xi_k Q_k + \Omega_k \) and

\[
\Omega_k = \sigma(\delta_k\| u^{k+1} - u^k \|^2 + \rho \| Bu^{k+1} - w_k \|^2) - \| A(u^{k+1} - u^k) \|^2.
\]

By the uniform bound on \( \delta_k \) in part 2 of Theorem 3.1, we conclude that for some constant \( c \), we have

\[
\Omega_k \leq c(\| u^{k+1} - u^k \|^2 + \| Bu^{k+1} - w_k \|^2) := \hat{\Omega}_k.
\]

Working backwards,

\[
Q_k = \xi_{k-1} Q_{k-1} + \Omega_{k-1}
\]

\[
\leq \xi_{k-1} Q_{k-1} + \hat{\Omega}_{k-1}
\]

\[
\leq \xi_{k-1} \left( \xi_{k-2} Q_{k-2} + \hat{\Omega}_{k-2} \right) + \hat{\Omega}_{k-1}
\]

\[
\leq \left( \prod_{j=2}^{k-1} \xi_j \right) \Omega_1 + \left( \prod_{j=3}^{k-1} \xi_j \right) \Omega_2 + \cdots + \hat{\Omega}_{k-1}.
\]

Since \( 0 \leq \xi_k \leq \xi \) and \( \Omega_k \geq 0 \), it follows that

\[
\xi_k Q_k \leq \xi^{k-1} \Omega_1 + \xi^{k-2} \Omega_2 + \cdots + \xi \hat{\Omega}_{k-1}.
\]

Hence,

\[
\sum_{k=1}^{\infty} \xi_k Q_k \leq \left( \sum_{k=1}^{\infty} \xi^k \right) \left( \sum_{k=1}^{\infty} \Omega_k \right).
\]

Since \( \xi < 1 \), the geometric series in \( \xi \) is convergent, and by Theorem 3.1, part 4, the series in \( \hat{\Omega}_k \) is convergent. This completes the proof of (4.17). \( \square \)
5. Ergodic convergence analysis of BOSVS. Let $B_u$ and $B_w$ denote the unit balls centered at $u^*$ and $w^*$, and let $B_b$ be the ball with center $b^*$ and radius

\begin{equation}
(5.1) \quad r^* = 1 + \max \{ \|s + b^*\| : s \in \partial \phi(w^*) \}.
\end{equation}

By [34, Thm. 23.4], $\partial \phi(w^*)$ is a bounded set, so $r^*$ is finite. Define $B = B_u \times B_w \times B_b$. Note that $u^* \in B_u$, $w^* \in B_w$, $b^* \in B_b$, and $x^* \in B$. We now show that the ergodic means $x_k$ defined in (4.4) obey a perturbed minimax property and satisfy a perturbed version of the variational inequality (2.8).

**Theorem 5.1.** Suppose BOSVS converges to a solution $(u^*, w^*)$ of (1.2) and an associated multiplier $b^*$ for the constraint. If $x_k$ is the sequence of ergodic means defined in (4.4), then there exists a constant $c$ independent of $k$ such that

\begin{equation}
(5.2) \quad \Re \langle y, x - x_k \rangle \geq -\frac{c}{k} \quad \text{for all } x \in B \text{ and } y \in F(x),
\end{equation}

where $F$ is defined in (2.9). Moreover, we have

\begin{equation}
(5.3) \quad \max\{\mathcal{L}(u_k, w_k, b) : b \in B_b\} - \min\{\mathcal{L}(u, w, b) : u \in B_u, w \in B_w\} \leq \frac{c}{k}.
\end{equation}

**Proof.** Since BOSVS converges to $x^*$, it follows that the sequence $\bar{x}^k$ also converges to $x^*$, which implies that the ergodic sequence $x_k$ converges to $x^*$. By Lemmas 4.2 and 4.4, there exists $\tilde{y}^j \in F(\tilde{x}^j)$ such that

\begin{align*}
2\Re \langle \tilde{y}^j, x - \tilde{x}^j \rangle & \geq (\|u - u^{j+1}\|_{G_j}^2 - \|u - u^j\|_{G_j}^2) \\
& \quad + \theta \|u^{j+1} - u^j\|^2 + (\|z - z^{j+1}\|_D^2 - \|z - z^j\|_D^2) - \tau_j
\end{align*}

for all $x$. Sum this from $j = 1$ to $k$ to obtain

\begin{align*}
2\Re \sum_{j=1}^k \langle \tilde{y}^j, x - \tilde{x}^j \rangle & \geq \sum_{k=1}^k (\|u - u^{j+1}\|_{G_j}^2 - \|u - u^j\|_{G_j}^2) \\
& \quad + \theta \sum_{k=1}^k \|u^{j+1} - u^j\|^2 + (\|z - z^{j+1}\|_D^2 - \|z - z^j\|_D^2) - \sum_{j=1}^k \tau_j.
\end{align*}

We drop the positive terms $\|u^{j+1} - u^j\|^2$ and $\|z - z^{j+1}\|_D^2$ and rearrange to obtain

\begin{equation}
(5.4) \quad \Re \sum_{j=1}^k \langle \tilde{y}^j, \tilde{x}^j - x \rangle \quad \leq \frac{1}{2} \left[ \|z - z^1\|_D^2 + \sum_{j=1}^k (\tau_j + \|u - u^j\|_{G_j}^2 - \|u - u^{j+1}\|_{G_j}^2) \right].
\end{equation}

We now establish a uniform bound for the right side of (5.4); more precisely, it is shown that there exists a constant $c$, independent of $k$ and $x \in B$, such that

\begin{equation}
(5.5) \quad \Re \sum_{j=1}^k \langle \tilde{y}^j, \tilde{x}^j - x \rangle \leq c.
\end{equation}
For all $x \in \mathcal{B}$, $\|z - z^1\|_{I^2}^2$ is bounded uniformly. By Lemma 4.5, the $\tau_j$ sum in (5.4) is bounded above, uniformly in $k$. Now consider the terms in (5.4) subscripted by $G_j$. Since $G_j = \delta_j I - A^T A$, it follows that

$$
\|u - u^j\|_{G_j}^2 - \|u - u^{j-1}\|_{G_j}^2 = \delta_j (\|u - u^j\|^2 - \|u - u^{j-1}\|^2)
$$

$$
- \|A(u - u^j)\|^2 + \|A(u - u^{j-1})\|^2.
$$

Hence, we have

$$
(5.6) \sum_{j=1}^k \left(\|u - u^j\|_{G_j}^2 - \|u - u^{j-1}\|_{G_j}^2\right) = \delta_1 \|u - u^1\|^2 - \delta_k \|u - u^{k+1}\|^2
$$

$$
+ \sum_{j=2}^k (\delta_j - \delta_{j-1}) \|u - u^j\|^2 - \|A(u - u^1)\|^2 + \|A(u - u^{k+1})\|^2.
$$

To establish (5.5), we need an upper bound for (5.6). Consequently, the negative terms on the right side can be neglected. Since $u^j$ converges to $u^*$ and $\|u - u^*\| \leq 1$, $\|A(u - u^{k+1})\|^2$ is bounded uniformly in $k$. Finally, consider the $(\delta_j - \delta_{j-1}) \|u - u^j\|^2$ term. By part 2 of Theorem 3.1, $\delta_j \geq 0$ is uniformly bounded, and by part 3 of Theorem 3.1, $\delta_j \leq \delta_{j-1}$ except in a finite number of iterations. The terms with $\delta_j \leq \delta_{j-1}$ are negative and can be neglected. Since $u^j$ converges to $u^*$ and $\|u - u^*\| \leq 1$, the positive terms are bounded uniformly in $j$, and since there are a finite number of positive terms with $\delta_j > \delta_{j-1}$, (5.6) is bounded uniformly in $k$, which establishes (5.5).

For any $y \in F(x)$, we have

$$
\langle y, \bar{x} - x \rangle = \langle \nabla H(u) - B^T b, \bar{u} - u \rangle + \langle s + b, \bar{w} - w \rangle + \langle Bu - w, \bar{b} - b \rangle,
$$

where $s$ is any element of $\partial \phi(w)$. Since both $H$ and $\phi$ are convex, they satisfy the monotonicity conditions

$$
\text{Re } \langle s, \bar{w} - w \rangle \leq \text{Re } \langle \bar{s}, \bar{w} - w \rangle
$$

and

$$
\text{Re } \langle \nabla H(u), \bar{u} - u \rangle \leq \text{Re } \langle \nabla H(\bar{u}), \bar{u} - u \rangle
$$

for all $\bar{s} \in \partial \phi(\bar{w})$ and $s \in \partial \phi(w)$. Utilizing these monotonicity conditions, we obtain

$$
\text{Re } \langle y, \bar{x} - x \rangle \leq \text{Re } \langle \nabla H(\bar{u}), \bar{u} - u \rangle
$$

$$
+ \text{Re } \langle \bar{s} + b, \bar{w} - w \rangle + \text{Re } \langle Bu - w, \bar{b} - b \rangle.
$$

We replace $b$ by $(b - \bar{b}) + \bar{b}$ in the first two terms on the right side of the inequality and rearrange to deduce that

$$
(5.7) \text{Re } \langle y, \bar{x} - x \rangle \leq \text{Re } \langle \bar{y}, \bar{x} - x \rangle
$$

for all $y \in F(x)$ and $\bar{y} \in F(\bar{x})$.

We combine the monotonicity relation (5.7) with (5.5) to obtain

$$
\text{Re } \sum_{j=1}^k \langle y^j, \bar{x}^j - x \rangle \leq \text{Re } \sum_{j=1}^k \langle y^j, \bar{x}^j - x \rangle \leq c
$$
for all \( x \in \mathcal{B} \) and \( y \in F(x) \). By the definition of the ergodic mean in (4.4), we have

\[
\text{Re} \langle y, x_k - x \rangle = \left( \frac{1}{k} \right) \text{Re} \sum_{j=1}^{k} \langle y, \bar{x}^j - x \rangle \leq \left( \frac{1}{k} \right) \text{Re} \sum_{j=1}^{k} \langle \bar{y}^j, \bar{x}^j - x \rangle \leq \frac{c}{k}
\]

for all \( x \in \mathcal{B} \) and \( y \in F(x) \). This yields (5.2).

Next, let us consider the minimax property (5.3). Since \( \mathcal{L}(u, w, b) \) is convex in \((u, w)\) and concave (linear) in \( b \), it follows that

\[
\mathcal{L}(u_k, w_k, b) - \mathcal{L}(u, w, b_k) = \mathcal{L}\left( \frac{1}{k} \sum_{j=1}^{k} \bar{u}^j, \frac{1}{k} \sum_{j=1}^{k} \bar{w}^j, b \right) - \mathcal{L}\left( u, w, \frac{1}{k} \sum_{j=1}^{k} \bar{b}^j \right)
\]

(5.8)

\[
\leq \frac{1}{k} \sum_{j=1}^{k} \left[ \mathcal{L}(\bar{u}^j, \bar{w}^j, b) - \mathcal{L}(u, w, \bar{b}^j) \right].
\]

By the definition of \( \mathcal{L} \) in (2.3), we have

\[
\mathcal{L}(\bar{u}^j, \bar{w}^j, b) - \mathcal{L}(u, w, \bar{b}^j)
\]

(5.9)

\[
= H(\bar{u}^j) - H(u) + \phi(\bar{w}^j) - \phi(w) - \text{Re} \langle b, B\bar{u}^j - \bar{w}^j \rangle + \text{Re} \langle \bar{b}^j, Bu - w \rangle.
\]

The convexity of \( H \) and \( \phi \) implies that

\[
H(\bar{u}^j) - H(u) \leq \text{Re} \langle \nabla H(\bar{u}^j), \bar{u}^j - u \rangle,
\]

(5.10)

and

\[
\phi(\bar{w}^j) - \phi(w) \leq \text{Re} \langle \bar{s}^j, \bar{w}^j - w \rangle
\]

(5.11)

for every \( \bar{s}^j \in \partial \phi(\bar{w}^j) \). In the trailing terms of (5.9), we replace \( b \) by \( b - \bar{b}^j + \bar{b}^j \) and we rearrange to obtain

\[
\langle \bar{b}^j, Bu - w \rangle - \langle b, B\bar{u}^j - \bar{w}^j \rangle
\]

(5.12)

\[
= -\langle B^T \bar{b}^j, \bar{u}^j - u \rangle + \langle \bar{b}^j, \bar{w}^j - w \rangle + \langle B\bar{u}^j - \bar{w}^j, \bar{b}^j - b \rangle.
\]

Combine (5.9)–(5.12) to obtain

\[
\mathcal{L}(\bar{u}^j, \bar{w}^j, b) - \mathcal{L}(u, w, \bar{b}^j) \leq \text{Re} \langle \bar{y}^j, \bar{x}^j - x \rangle.
\]

Hence, (5.5) and (5.8) imply that

\[
\mathcal{L}(u_k, w_k, b) - \mathcal{L}(u, w, b_k) \leq \frac{1}{k} \left( \text{Re} \sum_{j=1}^{k} \langle \bar{y}^j, \bar{x}^j - x \rangle \right) \leq \frac{c}{k},
\]

which yields (5.3).

Next, we analyze the error in the objective function and the error in the constraint.

**Theorem 5.2.** Suppose BOSVS converges to a solution \((u^*, w^*)\) of (1.2) and an associated multiplier \( b^* \) for the constraint. If \( x_k \) is the sequence of ergodic means defined in (4.4), then there exists a constant \( c \) independent of \( k \) such that

\[
\|w_k - Bu_k\| \leq \frac{c}{\sqrt{k}}.
\]

(5.13)
(5.14) \[ H(u_k) + \phi(w_k) - H(u^*) - \phi(w^*) \leq \frac{c}{\sqrt{k}}, \]

and

(5.15) \[ H(u_k) + \phi(Bu_k) - H(u^*) - \phi(w^*) \leq \frac{c}{k}. \]

**Proof.** By the Cauchy–Schwarz and triangle inequalities, we have

\[
\|w_k - Bu_k\|^2 = \left\| \frac{1}{k} \sum_{j=1}^{k} (w^j - Bu^j) \right\|^2 = \frac{1}{k^2} \left\| \sum_{j=2}^{k+1} (w^j - Bu^j) \right\|^2 \\
\leq \frac{1}{k^2} \left( k \sum_{j=2}^{k+1} \|w^j - Bu^j\|^2 \right) \\
= \frac{1}{k} \sum_{j=2}^{k+1} \|w^j - Bu^j\|^2 \\
= \frac{1}{k} \left[ \sum_{j=2}^{k+1} \|w^{j-1} - Bu^j + (w^j - w^{j-1})\|^2 \right] \\
\leq \frac{2}{k} \left( \sum_{j=2}^{k+1} \|w^{j-1} - Bu^j\|^2 + \sum_{j=2}^{k+1} \|w^j - w^{j-1}\|^2 \right).
\]

(5.16)

By Theorem 3.1, part 4, the sums in (5.16) are bounded, uniformly in \(k\). This establishes (5.13).

To establish (5.14), we make the choice \(u = u^*, w = w^*,\) and \(b = b^*\) in (5.3) to obtain

\[ \phi(w_k) + H(u_k) - \text{Re} \langle b^*, Bu_k - w_k \rangle - \phi(w^*) - H(u^*) \leq \frac{c}{k}. \]

Combine this with (5.13) to obtain (5.14).

Finally, let us consider (5.15). Since

\[ - \lim_{k \to \infty} Bu_k = \lim_{k \to \infty} w_k = w^*, \]

it follows from [34, Cor. 24.5.1] that for \(k\) sufficiently large, there exists \(-v_k \in \partial \phi(Bu_k)\)

such that the distance from \(-v_k\) to \(\partial \phi(w^*)\) is less than 1. Choose \(k\) sufficiently large and \(s_k \in \partial \phi(w^*)\) such that \(\|v_k + s_k\| \leq 1.\) Consequently, we have

\[ \|v_k - b^*\| \leq \|v_k + s_k\| + \|s_k + b^*\| \leq 1 + \|s_k + b^*\| \leq r^* \]

by (5.1). Hence, \(v_k \in B_k.\) We apply (5.3) with \(b = v_k, u = u^*,\) and \(w = w^* = Bu^*\) to obtain

(5.17) \[ \phi(w_k) + H(u_k) - \text{Re} \langle v_k, Bu_k - w_k \rangle - \phi(Bu^*) - H(u^*) \leq \frac{c}{k}. \]

Since \(-v_k \in \partial \phi(Bu_k)\) and \(\phi\) is convex, it follows that

(5.18) \[ \phi(w_k) - \text{Re} \langle v_k, Bu_k - w_k \rangle \geq \phi(Bu_k). \]

Combine (5.17) and (5.18) to obtain (5.15).
When a strong convexity assumption holds, there is a convergence result for ergodic means \((u_k, w_k)\).

**Theorem 5.3.** Suppose BOSVS converges to a solution \((u^*, w^*)\) of (1.2) and an associated multiplier \(b^*\) for the constraint. If \(\mathcal{N}(A) \cap \mathcal{N}(B) = \{0\}\), and \(\phi(w)\) is strongly convex at \(w^*\) in the sense that there exists \(\gamma > 0\) such that

\[
\phi(w) - \phi(w^*) + \text{Re} \langle b^*, w - w^* \rangle \geq \gamma \|w - w^*\|^2 \quad \text{for all } w \in \mathcal{B}_w.
\]

then \((u^*, w^*)\) is the unique solution of (1.2) and there exists a constant \(c\), independent of \(k\), such that the sequence of ergodic means \(x_k\) defined in (4.4) satisfy

\[
\|w_k - w^*\| \leq \frac{c}{\sqrt{k}} \quad \text{and} \quad \|u_k - u^*\| \leq \frac{c}{\sqrt{k}}.
\]

**Proof.** If \((u^*, w^*)\) is the unique solution of (1.2) in \(\mathcal{B}_u \times \mathcal{B}_w\), then due to the convexity of the objective function and constraint, \((u^*, w^*)\) is the unique global minimum. On the other hand, suppose that there exists a second solution \((\tilde{u}, \tilde{w})\) of (1.2). Since \(B\tilde{u} - \tilde{w} = 0\) and \(Bu^* = w^*\), the objective function \(\Phi\) of (1.2) satisfies

\[
\Phi(\tilde{u}, \tilde{w}) - \Phi(u^*, w^*) = H(\tilde{u}) - H(u^*)
\]

\[
- \text{Re} \langle b^*, B(\tilde{u} - u^*) \rangle + \phi(\tilde{w}) - \phi(w^*) + \text{Re} \langle b^*, \tilde{w} - w^* \rangle,
\]

where \(H\) is defined in (1.3). Expanding \(H\) in a Taylor series around \(u^*\) and taking into account the fact that \(B^T b^* = -\nabla H(u^*)\) by the first-order optimality conditions, we obtain

\[
H(\tilde{u}) - H(u^*) - \text{Re} \langle b^*, B(\tilde{u} - u^*) \rangle = \frac{1}{2} \|A(\tilde{u} - u^*)\|^2.
\]

Combining (5.19), (5.21), and (5.22) yields

\[
\Phi(\tilde{u}, \tilde{w}) - \Phi(u^*, w^*) \geq \frac{1}{2} \|A(\tilde{u} - u^*)\|^2 + \gamma \|\tilde{w} - w^*\|^2.
\]

Since \(\Phi(\tilde{u}, \tilde{w}) = \Phi(u^*, w^*)\), we conclude that \(\tilde{w} = w^*\) and \(\tilde{u} - u^* \in \mathcal{N}(A)\). Since \(Bu^* = w^*\), \(B\tilde{u} = \tilde{w}\), and \(\tilde{w} = w^*\), it follows that \(\tilde{u} - u^* \in \mathcal{N}(B)\). Since \(\mathcal{N}(A) \cap \mathcal{N}(B) = \{0\}\), we conclude that \(\tilde{u} = u^*\). Hence, \((u^*, w^*)\) is the unique solution of (1.2) and \(u^*\) is the unique solution of (1.1).

Substituting \(x = (u^*, w^*, b^*)\) in (5.3) gives

\[
\mathcal{L}(u_k, w_k, b^*) - \mathcal{L}(u^*, w^*, b_k) \leq \frac{c}{k}.
\]

The left side of (5.24) is

\[
\phi(w_k) - \phi(w^*) + H(u_k) - H(u^*) - \text{Re} \langle b^*, B(u_k - u^*) - (w_k - w^*) \rangle
\]

since \(w^* = Bu^*\). Similarly to (5.22), we expand \(H\) in a Taylor series around \(u^*\), we drop the linear term by the first-order optimality conditions, and we utilize (5.19) to obtain

\[
\mathcal{L}(u_k, w_k, b^*) - \mathcal{L}(u^*, w^*, b_k) \geq \frac{1}{2} \|A(u_k - u^*)\|^2 + \gamma \|w_k - w^*\|^2.
\]
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Therefore, by (5.24), we have

\begin{equation}
\frac{1}{2} \|A(u_k - u^*)\|^2 + \gamma \|w_k - w^*\|^2 \leq \frac{c}{k}.
\end{equation}

This implies that

\begin{equation}
\|w_k - w^*\|^2 \leq \frac{c}{\gamma k}.
\end{equation}

Since $\mathcal{N}(A) \cap \mathcal{N}(B) = \{0\}$, the smallest eigenvalue of $A^T A + B^T B$, denoted $\lambda_{\min}$, is positive. Hence, we have

\begin{align*}
\lambda_{\min} \|u_k - u^*\|^2 &\leq \|A(u_k - u^*)\|^2 + \|B(u_k - u^*)\|^2 \\
&= \|A(u_k - u^*)\|^2 + \|Bu_k - w_k + w_k - w^*\|^2 \\
&\leq \|A(u_k - u^*)\|^2 + 2\|Bu_k - w_k\|^2 + 2\|w_k - w^*\|^2.
\end{align*}

We combine this with (5.13), (5.26), and (5.27) to complete the proof of (5.20).

6. Numerical results. In this section, we numerically explore the convergence speed of the BOSVS algorithm and the sequence of ergodic means using image reconstruction problems that arise in partially parallel imaging (PPI). We compare three algorithms: BOS, BOSVS, and the ergodic version of BOSVS analyzed in this paper. The algorithms were implemented in MATLAB. The PPI reconstruction problems are described in detail in [9]. The regularization term $\phi$ is total variation regularization, which was first introduced by Rudin, Osher, and Fatemi in [35]. Subsequent work on accelerated algorithms for total variation regularized problems includes [7, 12, 23, 25, 37, 38]. Total variation regularization is defined by

\begin{equation}
\phi(Bu) = \alpha \|u\|_{TV} = \alpha \sum_{i=1}^{N} \|\nabla (u_i)\|,
\end{equation}

where $Bu = \nabla u$ and $\nabla (u_i)_i$ is the vector of finite differences in the image along the coordinate directions at the $i$th pixel in the image. The data sets used in our numerical experiments, denoted data 1, data 2, and data 3, correspond to the reconstruction of the PPI images shown in Figure 1, panels (a), (b), and (c). The PPI system used in our experiments had 8 coils. For data 1 and data 2, we use a random Poisson mask shown in Figure 1(d), while for data 3 we use a radial mask shown in panel (e). In these figures, the illuminated pixels correspond to the components of the Fourier transform that are recorded by the imaging device. The Poisson mask samples 25% of the Fourier coefficients, while the radial mask samples 34% of the Fourier coefficients. In our experiments, we used the following parameters:

\begin{align*}
\alpha &= 0.00001, & \rho &= 0.0001, & \tau &= 1.01, & \eta &= 3, & \beta &= 0, & \delta_{\min} &= 0.001, \\
C &= 100, & \sigma &= 0.99, & \xi &= 0.8.
\end{align*}

The parameter $\alpha$, the weight for the total variation regularization term (6.1), is chosen to achieve the best reconstructed image for the solution of (1.1) and the three images in this test set. The penalty parameter $\rho$ is taken relatively small since this value leads
to faster convergence of the algorithms. The remaining parameters arise specifically in BOSVS. Their values were based on our personal preferences; for example, \( \sigma \) and \( \xi \) should be slightly less than 1 and \( \tau \) should be slightly greater than 1. The proximal term in \( w \) does not seem to provide any significant benefit, so we set \( \beta = 0 \).

Our evaluation of performance is based on the following estimates for the optimal objective values obtained by running BOSVS for 100,000 iterations:

\[
\Phi(u^*, w^*) = 0.266540 \quad \text{for data 1}, \\
\Phi(u^*, w^*) = 1.0525 \quad \text{for data 2}, \\
\Phi(u^*, w^*) = 1.047221 \quad \text{for data 3}.
\]

Figure 2 plots the error in the objective function versus the number of multiplications by either \( A \) or \( A^T \) to achieve that error. Since \( A \) is a large dense matrix, the number of multiplications by \( A \) or by \( A^T \) should be proportional to the running time of the algorithm if it were coded in a compiled language such as C or Fortran. In computing the ergodic iterates, we skipped the first 10 of the 1000 iterates, and the averaging starts at iteration 11.

In Figure 2, we see that after about 100 matrix multiplications, the most accurate BOSVS iterates are about an order of magnitude more accurate than the BOS iterates. Thus the indefinite proximal term associated with BOSVS provides a significant improvement in the accuracy of the objective. On the other hand, the BOSVS iterates possess significant oscillation, and the objective error can increase or decrease by an order of magnitude in a few iterations. The ergodic iterates, which possess a guaranteed \( O(1/k) \) convergence rate, eliminate the oscillations. The ergodic iterates are
about half an order of magnitude more accurate than BOS iterates, and significantly less accurate than the most accurate BOSVS iterates.

In Figure 3 we plot the logarithm of the error for the ergodic BOSVS iterates as a function of the logarithm of the iteration number. In a log/log plot, a function of the form $y = ck^{-p}$ would appear as a line with slope $-p$. The least squares fit to $p$ for the plots shown in Figure 3 is 1.6, 1.2, and 0.9 for data 1, data 2, and data 3, respectively. Since our analysis gives an upper bound for the error of $ck^{-1}$, the observed error roughly follows our established upper bound.

7. Conclusion. The convergence rate of the variable stepsize Bregman operator splitting algorithm (BOSVS) was studied. This algorithm was motivated by the alternating direction method of multipliers [15], the Barzilai–Borwein approximation [2] to a Hessian in the objective function, and a regularization idea loosely related to what is used in the SpaRSA algorithm [1, 3, 5, 40]. The algorithm is equivalent to the alternating direction proximal method of multipliers with an indefinite proximal term which is chosen by a line search technique. The analysis utilized the equivalence between the nonsmooth convex optimization problem and a related variational inequality. It was proved that the ergodic mean associated with $k$ iterations of the BOSVS algorithm has an objective error of $O(1/k)$. Moreover, when the objective function satisfies a strong convexity condition, then the solution error is $O(1/\sqrt{k})$. In numerical experiments using image reconstruction problems arising in partially parallel imaging (PPI) with total variation regularization, it was observed that the objective error of the most accurate BOSVS iterates could be an order of magnitude
Fig. 3. Plots of the objective error for the ergodic BOSVS iterates as a function of the iteration number.

more accurate than the objective error of the BOS iterates where the proximal term is positive semidefinite. While the error in the BOSVS iterates can oscillate, the error in the ergodic BOSVS iterates decreases nearly monotonically with an guaranteed error bound of $O(1/k)$.
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