
ABSTRACT

On Birman–Hardy–Rellich-type Inequalities

Isaac B. Michael, Ph.D.

Advisor: Fritz Gesztesy, Ph.D.

In 1961, Birman proved a sequence of inequalities on the space of m-times con-

tinuously di↵erentiable functions of compact support Cm

0 ((0,1)) ⇢ L2((0,1)), con-

taining the classical (integral) Hardy inequality and the well-known Rellich inequal-

ity. In this dissertation, we give a proof of this sequence of inequalities on a cer-

tain Hilbert space Hm

L
([0,1)) as well as the standard Sobolev space Hm

0 ((0, b)) for

0 < b < 1. The Birman constants [(2m � 1)!!]2/22m in each of these inequalities

are sharp and the only function that gives equality in any of these inequalities is the

trivial function in L2((0,1)) (resp., L2((0, b))). These Birman constants are closely

related to the norm of generalized continuous Cesàro averaging operators whose

spectral properties we determine in detail. We then revisit weighted Hardy-type

inequalities employing an elementary ad hoc approach that yields explicit constants,

then discuss the infinite sequence of power weighted Birman–Hardy–Rellich-type in-

equalities and derive an operator-valued version thereof. We further improve this

sequence of inequalities by adding recursive logarithmic refinement terms with un-

restricted weight and logarithmic parameters. In the multidimensional setting, we

derive variants of Hardy’s inequality involving power-type weights, radial derivatives

and logarithmic refinements. Finally, we establish the multidimensional Birman–

Hardy–Rellich-type inequalities with power-type weights and radial refinements.
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2.6 The Continuous Cesàro Operator T1 and its Generalizations Tm . . . 27

2.7 The Birman Inequalities on the Finite Interval [0, b] . . . . . . . . . . 41

2.8 The Vector-Valued Case . . . . . . . . . . . . . . . . . . . . . . . . . 44

3 On Weighted Hardy-Type Inequalities 52

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

3.2 Weighted Hardy-Type Inequalities Employing an Ad Hoc Approach . 56

3.3 More on Weighted Hardy-Type Inequalities . . . . . . . . . . . . . . . 61

3.4 Some Applications to the Operator-Valued Case . . . . . . . . . . . . 70

iv



4 On Power Weighted Birman–Hardy–Rellich-type Inequalities with Logarith-
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CHAPTER ONE

Introduction

1.1 Background

The majority of our research is based on extensions and improvements of the

sequence of integral inequalities established by M. Š. Birman in 1961 (see [19]).

However, the full history of the Birman–Hardy–Rellich inequalities actually dates as

far back as 1915 (see [85] for a more in-depth historical discussion). Around that

time, G. H. Hardy was working to find a new and elementary proof of Hilbert’s

inequality for double series (see [75]) which, in basic form, reads:

Theorem 1.1.1 (Hilbert’s Inequality, 1906). Let ak, bk 2 R with ak, bk > 0 for all

k 2 N. If
P

1

j=1 a
2
j
< 1 and

P
1

k=1 b
2
k
< 1 then

1X

k=1

1X

j=1

ajbk
j + k

6 ⇡

✓ 1X

j=1

a2
j

◆1/2✓ 1X

k=1

b2
k

◆1/2

. (1.1.1)

The constant ⇡ is sharp.

Figure 1.1: David Hilbert (1862-1943)

Remark 1.1.2. The sharp constant ⇡ was established by Shur in [110] and Hilbert’s

version of (1.1.1) contained the non-optimal constant 2⇡.
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To that end, Hardy sought a discrete inequality of the form

1X

k=1

����
1

k

kX

j=1

aj

����
2

6 C2

1X

k=1

|ak|
2. (1.1.2)

Following a period of about 10 years, with contributions from several mathematicians

such as E. Landau, G Pòlya, I. Shur, and M. Riesz, Hardy ultimately published his

now famous 1925 paper [70], establishing that (1.1.1) follows from the inequality

NX

k=1

✓
1

k

kX

j=1

aj

◆p

6
✓

p

p� 1

◆p NX

k=1

ap
k
, ak > 0, N 2 N, p 2 (1,1), (1.1.3)

which, in turn, was shown to follow easily from its continuous analogue, the latter

of which came to be known as the classical (integral) Hardy inequality, see also [71,

Thms 3.26, 3.27, p. 240], shown below.

Theorem 1.1.3 (Hardy’s Inequality, 1925). Let p 2 (1,1), f(x) > 0 for all x 2

(0,1), and F (x) =
´

x

0 dt f(t), then
ˆ

1

0

dx

✓
F (x)

x

◆p

<

✓
p

p� 1

◆p ˆ 1

0

dx f(x)p, (1.1.4)

unless f ⌘ 0. The constant is sharp.

Figure 1.2: Godfrey Harold Hardy (1877-1947)

The di↵erential form of (1.1.4) is given by
ˆ

1

0

dx |f 0(x)|p >

✓
p� 1

p

◆p ˆ 1

0

dx x�p
|f(x)|p, p 2 (1,1), (1.1.5)
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for all f 6⌘ 0 such that f(0) = 0 and the left side of (1.1.5) is finite.

In 1954 the first extension of (1.1.5) to higher-order derivatives was proven by

F. Rellich (see [106,107]) in the multidimensional setting for the case p = 2.

Theorem 1.1.4 (Rellich’s Inequality, 1954). Let n 2 N, n > 5, then

ˆ
Rn

dnx |�f(x)|2 >
n2(n� 4)2

16

ˆ
Rn

dnx |x|�4
|f(x)|2, (1.1.6)

for all 0 6= f 2 C1

0 (Rn
\{0}). The constant is sharp.

Figure 1.3: Franz Rellich (1906-1955)

Trivially, Theorem 1.1.4 contains the one-dimensional version

ˆ
1

0

dx |f 00(x)|2 >
9

16

ˆ
1

0

dx x�4
|f(x)|2, 0 6= f 2 C1

0 ((0,1)), (1.1.7)

as a special case.

Finally in 1961, M. Š. Birman established in [19], almost in passing, the se-

quence of integral inequalities containing the Hardy and one-dimensional Rellich

inequality for the self-adjoint case p = 2. Although these integral inequalities in

(1.1.8) have been well established, the fact that they originated from Birman seems

to have been lost in the literature until recently.

3



Theorem 1.1.5 (Birman’s Sequence of Inequalities, 1961). Let m 2 N. Then
ˆ

1

0

dx
��f (m)(x)

��2 > [(2m� 1)!!]2

22m

ˆ
1

0

dx x�2m
|f(x)|2, f 2 Cm

0 ((0,1)). (1.1.8)

Figure 1.4: Mikhail Shlemovich Birman (1928-2009)

Since the establishment of (1.1.8), a great amount of research has been ded-

icated to further improving these inequalities, such as extending to p 2 [1,1),

multi-dimensions, optimal function spaces, vector-valued functions, as well as adding

weight functions and logarithmically weaker singular potentials.

1.2 Motivation

This research project focuses on Birman–Hardy–Rellich-type integral inequali-

ties, invoking several tools from various analytic fields, including: real, complex, and

functional analysis, operator theory, spectral theory, as well as ordinary and partial

di↵erential equations. The importance of inequalities in general and their wide range

of applications in many areas of mathematics is well established. As shown in [86],

during his Presidential Address at the meeting of the London Mathematical Society,

on November 8, 1928, G. H. Hardy gave the following quote from Harald Bohr:

“All analysts spend half their time hunting through the literature for inequal-

ities which they want to use and cannot prove.”

4



Furthermore, inequalities that involve integrals of functions and their deriva-

tives appear in areas of the theory of di↵erential equations and approximation the-

ory, see [101]. This topic has been further extended over the past few decades

to weighted generalizations, giving applications in Sobolev embedding theorems in

the context of weighted Lebesgue spaces, see for instance, [84] and [86]. Improved

Hardy–Rellich-type inequalities have many applications in the study of elliptic and

parabolic PDE’s, particularly if singular potentials are present. In the case m = 1

(or m = 2) for example, one gains information on the existence of solutions and

asymptotic behavior for ut = �� + V (or ut = (��)2 + V ). Such inequalities are

also critical in determining the lower boundedness of Hamiltonians Ĥ = T̂ + V̂ ,

and higher-order Hardy-type inequalities, beginning with Rellich’s inequality, were

investigated extensively, due to their vast implications in self-adjointness and spec-

tral theory problems associated with second and higher-order di↵erential operators

containing strongly singular coe�cients, see [50].

Hardy-type inequalities in particular, apart from their intrinsic value, have sig-

nificant applications in di↵erential equations and mathematical physics. This fact

is reflected in the extensive amount of literature on the subject, some of which are

given in the bibliography. Extensions of Hardy-type inequalities to more general

function spaces have been thoroughly studied and have made significant implica-

tions for these spaces, as well as important applications to di↵erential equations. In

fact, the special case (p = 2) of Hardy’s multidimensional inequality has connections

to the Heisenberg uncertainty principle in quantum mechanics, which asserts that it

is impossible to simultaneously determine the position and momentum of a particle

in space. In addition, the spectral analysis of quantum mechanical systems involv-

ing Coulomb forces between di↵erent particles naturally features this L2 version of

Hardy’s inequality.
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1.3 Attributions

Each publication used throughout this dissertation employed multiple roles

crucial to rigorous mathematical research, including: planning, organization, su-

pervision, literary and historical research, citation, notation, proofs, applications,
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• Tao Mei

• Isaac Michael

• Michael Pang

• Richard Wellman

Furthermore, we confirm that each author contributed equally in all areas of research

given above, and are listed alphabetically in each publication.
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CHAPTER TWO

On Birman’s Sequence of Hardy–Rellich-type Inequalities

The content of this chapter relies on (but is not identical to) the paper pub-
lished as: F. Gesztesy, L. L. Littlejohn, I. Michael, and R. Wellman, On Birman’s
Sequence of Hardy–Rellich-Type Inequalities, J. Di↵. Eq. 264(4), 2761–2801 (2018).

2.1 Introduction

In 1961, M. Š. Birman [19, p. 48], sketched a proof to establish the following

sequence of inequalities
ˆ

1

0

dx
��f (m)(x)

��2 > [(2m� 1)!!]2

22m

ˆ
1

0

dx
|f(x)|2

x2m
, m 2 N, (2.1.1)

valid for f 2 Cm

0 ((0,1)), the space of m-times continuously di↵erentiable complex-

valued functions having compact support on (0,1). Here we employed the well-

known symbol, (2m� 1)!! := (2m� 1) · (2m� 3) · · · 3 · 1. We denote the inequality

in (2.1.1) by Im. In particular, I1 is the classical (integral) Hardy inequality (see [71,

Sect. 7.3]) ˆ
1

0

dx |f 0(x)|2 > 1

4

ˆ
1

0

dx
|f(x)|2

x2
, (2.1.2)

and I2 is the Rellich inequality
ˆ

1

0

dx |f 00(x)|2 > 9

16

ˆ
1

0

dx
|f(x)|2

x4
. (2.1.3)

We can find no reference in the literature to the general inequality (2.1.1) prior to

the 1961 work of Birman cited above. In [60, pp. 83–84], Glazman gives a detailed

proof of (2.1.1) using the ideas outlined in [19]. In [102, Lemma 2.1], Owen also

establishes these inequalities. Each of these authors prove (2.1.1) for functions on

Cm

0 ((0,1)). We note in passing that unless f ⌘ 0, all inequalities (2.1.1)–(2.1.3) are

strict.

In this paper we o↵er a new proof of (2.1.1) and confirm that the constant

[(2m� 1)!!]2/22m is best possible. We establish these inequalities for a general class

7



of functions defined on [0,1); the significance of this class is that we address the

singularity at x = 0, which is apparent on the right-hand side of (2.1.1), rather than

deal with functions from Cm

0 ((0,1)). More specifically, we prove the inequalities in

(2.1.1) are valid for all functions f 2 Hm

L
([0,1)), for m 2 N, where

Hm

L
([0,1)) :=

�
f : [0,1) ! C

�� f (j)
2 ACloc([0,1)); f (m)

2 L2((0,1));

f (j)(0) = 0, j = 0, 1, . . . ,m� 1
 
.
(2.1.4)

In [71, Sect. 7.3], Hardy, Littlewood, and Pólya established the classical Hardy

inequality (2.1.2) on H1. As we will see, the space Hm

L
([0,1)) is a Hilbert space

when endowed with the inner product

(f, g)Hm
L ([0,1)) :=

ˆ
1

0

dx f (m)(x) g(m)(x), f, g 2 Hm

L
([0,1)). (2.1.5)

We also show that

Hm

L
([0,1)) = bHm

L
((0,1)), (2.1.6)

where1

bHm

L
((0,1)) :=

�
f : (0,1) ! C

�� f (j)
2 ACloc((0,1)), j = 0, 1, . . . ,m� 1;

f (m), f/xm
2 L2((0,1))

 
. (2.1.7)

Upon first glance, it may seem unlikely that these spaces can be equal since one set

deals with functions defined on [0,1) while the other set has its functions defined on

(0,1). However, we will show that functions f 2 bHm

L
((0,1)), and their derivatives

f (j) when j = 0, 1, . . . ,m� 1, will have finite limits f (j)(0+) at x = 0.

There is an interesting connection with the spaces {Hm

L
([0,1))}m2N, namely

that

f 2 Hm

L
([0,1)) implies f 0

2 Hm�1
L

([0,1)); (2.1.8)

1 We emphasize from the outset that despite the similarity of notation with Sobolev spaces,
neither of the spaces H

m
L ([0,1)) nor bHm

L ((0,1)) coincides with the standard Sobolev space
H

m
0 ((0,1)). (See, however, Theorem 2.7.1 in the finite interval context.)

8



this inclusion is important in establishing a new proof of (2.1.1) and in proving

when equality in (2.1.1) occurs. Moreover, we will show that, in a sense, each of the

inequalities Im, m 2 N, follows from the classical Hardy inequality I1.

In Section 2.2, we discuss a theorem attributed to a number of mathematicians,

including Talenti, Tomaselli, Chisholm and Everitt, and Muckenhoupt; this result

is useful in establishing various properties of functions in the spaces Hm

L
([0,1)).

These properties are dealt with in Section 2.3 where we establish the identity in

(2.1.6). In Section 2.4, besides giving a slight extension of Glazman’s proof of

(2.1.1) including a power weight, we o↵er a new proof (Theorem 2.4.4) of (2.1.1) on

the set Hm

L
([0,1)) = bHm

L
((0,1)). Each of these inequalities, when considered on

Hm

L
([0,1)), follows in a sense from the classical Hardy inequality (2.1.2). While the

inequality in (2.1.1) does not imply that the Birman constant [(2m � 1)!!]2/22m is

sharp, the latter fact is well-known and in Section 2.5, we confirm that this constant

is best possible in Hm

L
([0,1)). In Section 2.6, we connect the Birman constants to

the norms of generalized continuous Cesàro averaging operators Tm, m 2 N, and

determine their spectra; in Section 2.7, we discuss the Birman inequalities on the

finite interval [0, b], b 2 (0,1). Finally, in Section 2.8 we derive Birman’s sequence of

Hardy–Rellich-type inequalities in the vector-valued case replacing complex-valued

f(x) by f(x) 2 H, with H a complex, separable Hilbert space.

Finally, a few comments on the notation used in this paper: ACloc((a, b)) de-

notes the functions locally absolutely continuous on (a, b) ✓ R, while ACloc([a, b))

represents absolutely continuous functions on [a, c] for any a < c < b. Whenever pos-

sible we will omit Lebesgue measure dx in Lp((a, b); dx) and simply write Lp((a, b)),

p > 1, instead. We also abbreviate N0 = N[{0}. If T is a linear operator mapping (a

subspace of ) a Hilbert space into another, dom(T ) denotes the domain and ran(T )

is the range of T . The Banach space of bounded linear operators on a separable

complex Hilbert space H is denoted by B(H).

9



The spectrum and point spectrum (i.e., the set of eigenvalues) of a closed

operator T are denoted by �(T ) and �p(T ). If N is normal in H, the absolutely and

singularly continuous spectrum of N are denoted by �ac(N) and �sc(N), respectively.

2.2 An Integral Inequality

The following theorem will be applied repeatedly in the next section to prove

properties of functions in the space Hm

L
([0,1)). This integral inequality in L2((a, b))

was established by Talenti [113] and Tomaselli [116] in 1969. Unaware of their

independent proofs, Chisholm and Everitt [27] established Theorem 2.2.1 in 1971;

see also [28] for a more general result in the conjugate index case 1/p+ 1/q = 1. In

addition, a 1972 paper by Muckenhoupt [95] has a result which contains Theorem

2.2.1. For further information, there is an excellent historical account of Theorem

2.2.1 in the book [85, Ch. 4, pp. 33–37].

Theorem 2.2.1. Let (a, b) ✓ R, �1 6 a < b 6 1, and w : (a, b) ! R be Lebesgue

measurable and nonnegative a.e. on (a, b). In addition, suppose ', : (a, b) ! C are

Lebesgue measurable functions satisfying the following conditions:

(i) ', 2 L2
loc
((a, b);w).

(ii) for some (and hence for all ) c 2 (a, b),

' 2 L2((a, c];w),  2 L2([c, b);w). (2.2.1)

(iii) for all [↵, �] ⇢ (a, b), one has

ˆ
↵

a

dtw(t) |'(t)|2 > 0 and

ˆ
b

�

dtw(t) | (t)|2 > 0. (2.2.2)

Define the linear operators A,B : L2((a, b);w) ! L2
loc
((a, b);w) by

(Af)(x) := '(x)

ˆ
b

x

dt (t)w(t)f(t), f 2 L2
loc
((a, b);w), (2.2.3)

and

(Bf)(x) :=  (x)

ˆ
x

a

dt'(t)w(t)f(t), f 2 L2
loc
((a, b);w), (2.2.4)

10



and the function K : (a, b) ! R by

K(x) :=

✓ˆ
x

a

dtw(t) |'(t)|2
◆1/2✓ˆ b

x

dtw(t) | (t)|2 dt

◆1/2

. (2.2.5)

Then A and B are bounded linear operators in L2((a, b);w) if and only if

K := sup
x2(a,b)

K(x) < 1. (2.2.6)

Moreover, if K < 1, then A and B are adjoints of each other in L2((a, b);w), with

kAfkL2((a,b);w) = kBfkL2((a,b);w) 6 2KkfkL2((a,b);w), f 2 L2((a, b);w), (2.2.7)

in particular,

kAkB(L2((a,b);w)) = kBkB(L2((a,b);w)) 6 2K. (2.2.8)

2.3 The Function Spaces Hm

L
([0,1)) and bHm

L
((0,1))

Let Hm

L
([0,1)) and bHm

L
((0,1)), m 2 N, be the spaces defined, respectively,

in (2.1.4) and (2.1.7), that is,

Hm

L
([0,1)) :=

�
f : [0,1) ! C

�� f (j)
2 ACloc([0,1)); f (m)

2 L2((0,1));

f (j)(0) = 0, j = 0, 1, . . . ,m� 1
 
.
(2.3.1)

and

bHm

L
((0,1)) :=

�
f : (0,1) ! C

�� f (j)
2 ACloc((0,1)), j = 0, 1, . . . ,m� 1;

f (m), f/xm
2 L2((0,1))

 
. (2.3.2)

With the inner product ( · , · )Hm
L ([0,1)) as defined in (2.1.5), that is,

(f, g)Hm
L ([0,1)) :=

ˆ
1

0

dx f (m)(x) g(m)(x), f, g 2 Hm

L
([0,1)), (2.3.3)

one observes that

kfk
H

m
L ([0,1)) =

��f (m)
��
L2((0,1))

, f 2 Hm

L
([0,1)). (2.3.4)

Using (2.3.4), we now prove the following result.
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Proposition 2.3.1. The inner product space (Hm

L
([0,1)), ( · , · )Hm

L ([0,1))) is actually

a Hilbert space. In addition, C1

0 ((0,1)) is dense in (Hm

L
([0,1)), ( · , · )Hm

L ([0,1))).

Proof. First we note that f 2 Hm

L
([0,1)) and kfk

H
m
L ([0,1)) = 0 implies f (m) = 0

a.e. on (0,1) and hence f = 0 as f (j)(0) = 0 for j = 0, 1, . . . ,m� 1.

Next, let {fm}1k=1 ⇢ Hm

L
([0,1)) be a Cauchy sequence. Then, from (2.3.4),

one infers that {f (m)
k

}
1

k=1 is Cauchy in L2((0,1)). Consequently, there exists g 2

L2((0,1)) such that

f (m)
k

�!
k"1

g in L2((0,1)). (2.3.5)

Define

f(x) :=

ˆ
x

0

dt1

ˆ
t1

0

dt2 · · ·

ˆ
tm�1

0

dtm g(tm), x 2 [0,1). (2.3.6)

Noting that f (j)
2 ACloc([0,1)) and f (j)(0) = 0 for j = 0, 1, . . . ,m�1, and f (m) = g

a.e. on (0,1), one obtains f 2 Hm

L
([0,1)). Furthermore, by (2.3.5),

kfm � fk
H

m
L ([0,1)) =

��f (m)
k

� f (m)
��
L2((0,1))

=
��f (m)

k
� g
��
L2((0,1))

�!
k"1

0. (2.3.7)

This completes the proof that (Hm

L
([0,1)), ( · , · )Hm

L ([0,1))) is a Hilbert space.

To prove density of C1

0 ((0,1)) inHm

L
([0,1)) we assume that g0 2 Hm

L
([0,1))

is perpendicular to C1

0 ((0,1)) with respect to the inner product introduced in

(2.3.3). Viewing g0 as a regular distribution Tg0 yields

Tg0(') :=

ˆ
1

0

dx g0(x)'(x), ' 2 C1

0 ((0,1)). (2.3.8)

Since g0 ? C1

0 ((0,1)) one concludes that

(g0,')Hm
L ([0,1)) = (g(m)

0 ,'(m))L2((0,1)) = 0, ' 2 C1

0 ((0,1)). (2.3.9)

Since g(j)0 2 ACloc([0,1)) for j = 0, . . . ,m � 1, one can integrate by parts m times

to yield

ˆ
1

0

dx g0(x)'
(2m)(x) = (�1)m

ˆ
1

0

dx g(m)
0 (x)'(m)(x) (2.3.10)

12



= (�1)m(g(m)
0 ,'(m))L2((0,1)) = (�1)m(g0,')Hm

L ([0,1)) = 0, ' 2 C1

0 ((0,1)).

The left-hand side of (2.3.10) is the 2mth-distributional derivative of g0. Hence,

T (2m)
g0

(') = Tg0('
(2m)) = (�1)m(g0,')Hm

L ([0,1)) = 0, ' 2 C1

0 ((0,1)). (2.3.11)

Thus, by [91, Thm. 6.11 and Exercise 6.12], it follows that Tg0 , or rather g0, is a

polynomial of degree at most 2m� 1,

g0(x) =
2m�1X

k=0

ckx
k. (2.3.12)

However, as g0 2 Hm

L
([0,1)), it follows that g0 ⌘ 0. Indeed, as g(j)0 (0) = 0 for

j = 0, . . . ,m� 1 we have

c0 = c1 = · · · = cm�1 = 0 (2.3.13)

Furthermore, the condition g(m)
0 2 L2((0,1)) yields

cm = cm+1 = · · · = c2m�1 = 0, (2.3.14)

completing the proof.

For general statements concerning completeness, see also [24, p. 31].

Using Theorem 2.2.1, we now prove the following theorem. The results of this

theorem will be used in our new proof of the Birman inequalities, defined in (2.1.1),

on Hm

L
([0,1)) in the next section.

Theorem 2.3.2. Let f 2 Hm

L
([0,1)). Then the following items (i)–(iii) hold:

(i) f (m�j)/xj
2 L2((0,1)), j = 0, 1, . . . ,m.

(ii) limx"1

|f (j)(x)|2

x2m�2j�1
= 0, j = 0, 1, . . . ,m� 1.

(iii) limx#0
|f (j)(x)|2

x2m�2j�1
= 0, j = 0, 1, . . . ,m� 1.

In addition,

f 2 bHm

L
((0,1)) implies f 0

2 bHm�1
L

((0,1)). (2.3.15)
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Proof. We may assume without loss of generality that f 2 Hm

L
([0,1)) is real-valued.

To prove item (i), one notes that the case j = 0 is valid by definition of Hm

L
([0,1)).

For j = 1, one uses Theorem 2.2.1. Since f (m�1)(0) = 0, one has the identity

f (m�1)(x)

x
=

1

x

ˆ
x

0

dt f (m)(t). (2.3.16)

Next, one applies Theorem 2.2.1 with '(x) = 1,  (x) = 1/x and w(x) = 1. Since

ˆ
x

0

dt 12
ˆ

1

x

dt
1

t2
= 1, (2.3.17)

one infers from (2.3.16) that f (m�1)/x 2 L2((0,1)) and this establishes (i) for j = 1.

For j = 2, one obtains

f (m�2)(x)

x2
=

1

x2

ˆ
x

0

dt t
f (m�1)(t)

t
. (2.3.18)

Again, with '(x) = x,  (x) = 1/x2 and w(x) = 1 and noting that

ˆ
x

0

dt t2
ˆ

1

x

dt
1

t4
=

1

9
, (2.3.19)

one concludes from Theorem 2.2.1 that f (m�2)/x2
2 L2((0,1)). By induction, for

j = 0, 1, . . . ,m� 1, one obtains

f (m�j�1)(x)

xj+1
=

1

xj+1

ˆ
x

0

dt tj
f (m�j)(t)

tj
, (2.3.20)

assuming f (m�j)/xj
2 L2((0,1)) (and f (m�j�1)(0) = 0). Since

ˆ
x

0

dt t2j
ˆ

1

x

dt
1

t2j+2
=

1

(2j + 1)2
, (2.3.21)

one obtains from Theorem 2.2.1 that f (m�j�1)/xj+1
2 L2((0,1)), completing the

proof of item (i). In particular, f (j)/xm�j, f (j+1)/xm�j�1
2 L2((0,1)) and Hölder’s

inequality implies

f (j)f (j+1)

x2m�2j�1
2 L1((0,1)). (2.3.22)

Using integration by parts one obtains for any [a, b] ⇢ (0,1) and j = 0, 1, . . . ,m�1,

ˆ
b

a

dx
[f (j)(x)]2

x2(m�j)
= �

1

2m� 2j � 1

ˆ
b

a

dx [f (j)(x)]2
✓

1

x2m�2j�1

◆0

14



= �
1

2m� 2j � 1

✓
[f (j)(x)]2

x2m�2j�1

����
b

a

� 2

ˆ
b

a

dx
f (j)(x)f (j+1)(x)

x2m�2j�1

◆
.

(2.3.23)

From part (i) and (2.3.22), both integral terms in the identity in (2.3.23) have finite

limits as a # 0 or b " 1; hence both limits

lim
x"1

[f (j)(x)]2

x2m�2j�1
and lim

x#0

[f (j)(x)]2

x2m�2j�1
, j = 0, 1, . . . ,m� 1, (2.3.24)

exist and are finite. We now establish part (ii). Suppose, to the contrary that for

some j 2 {0, 1, . . . ,m� 1},

lim
x"1

[f (j)(x)]2

x2m�2j�1
= c > 0. (2.3.25)

Then there exists X > 0 such that

[f (j)(x)]2

x2m�2j�1
> c

2
, x > X. (2.3.26)

Multiplying the inequality by 1/x, integrating and applying item (i) yields

1 >

ˆ
1

X

dx
[f (j)(x)]2

x2(m�j)
> c

2

ˆ
1

X

dx
1

x
= 1, (2.3.27)

a contradiction. This forces c = 0 and proves item (ii). A similar argument proves

part (iii).

The claim (2.3.15) is proved as in part (i), choosing j = m� 1.

Remark 2.3.3. We emphasize that

Hm

L
([0,1)) 6= Hm

0 ((0,1)), m 2 N, (2.3.28)

with Hm

0 ((0,1)) denoting the standard Sobolev space obtained upon completing

C1

0 ((0,1)) in the norm of Hm((0,1)). (See, however, Theorem 2.7.1 in the finite

interval context.)
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Indeed, f 2 Hm

L
([0,1)) does not necessarily imply that some, or all, of the

functions f, f 0, . . . , f (m�1) belong to L2((0,1)). In fact, define

ef(x) =

8
><

>:

0, x near 0,

x(2m�1)/2/ln(x), x near 1,
(2.3.29)

such that

ef (j)
2 ACloc([0,1)), j = 0, 1, . . . ,m. (2.3.30)

Calculations show that ef 2 Hm

L
([0,1)), but ef (j) /2 L2((0,1)), j = 0, 1, . . . ,m� 1.

⇧

For m 2 N, let bHm

L
((0,1)) be as in (2.1.7) and pick f 2 bHm

L
((0,1)). Then

f (m�1)(1)� f (m�1)(x) =

ˆ 1

x

dt f (m)(t) �!
x#0

ˆ 1

0

dt f (m)(t); (2.3.31)

hence f (m�1)(0+) = limx#0 f (m�1)(x) exists and is finite. By defining f (m�1)(0) :=

f (m�1)(0+), we see that f (m�1)
2 ACloc([0,1)). A similar argument shows that

f 2 bHm

L
((0,1)) implies f (j)

2 ACloc([0,1)), j = 0, 1, . . . ,m� 1. (2.3.32)

We now prove the following result.

Theorem 2.3.4. For each m 2 N,

Hm

L
([0,1)) = bHm

L
((0,1)) (2.3.33)

as sets.

Proof. Let m 2 N. If f 2 Hm

L
([0,1)), one concludes by Theorem 2.3.2 that f/xm

2

L2((0,1)) and hence Hm

L
([0,1)) ✓ bHm

L
((0,1)). Next, we show that

bHm

L
((0,1)) ✓ Hm

L
([0,1)). (2.3.34)

One notes that

f 2 bHm

L
((0,1)) implies f 0

2 bHm�1
L

((0,1)); (2.3.35)
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indeed, this follows from Theorem 2.3.2 (i) with j = m� 1. Repeated application of

(2.3.35) yields

f 2 bHm

L
((0,1)) implies f (j)

2 bHm�j

L
((0,1)), j = 0, 1, . . . ,m� 1. (2.3.36)

Next, we claim that

f 2 bHm

L
((0,1)) implies f(0) = 0 (cf. (2.3.32)); (2.3.37)

to prove (2.3.37), suppose |f(0)| = c > 0. By continuity, there exists � > 0 such that

|f(x)| > c/2 for all x 2 [0, �]. (2.3.38)

Then

1 >

ˆ
1

0

dx
|f(x)|2

x2m
>
ˆ

�

0

dx
|f(x)|2

x2m
> c2

4

ˆ
�

0

dx
1

x2m
= 1, (2.3.39)

a contradiction. Hence, f(0) = 0 proving (2.3.37). Applying this argument to the

implication in (2.3.36) yields

f 2 bHm

L
((0,1)) implies f (j)(0) = 0, j = 0, 1, . . . ,m� 1, (2.3.40)

proving (2.3.34).

Next, we o↵er one more characterization ofHm

L
([0,1)). Define for eachm 2 N,

Dm([0,1)) :=

⇢ˆ
x

0

dt1

ˆ
t1

0

dt2 · · ·

ˆ
tm�1

0

dtm f(tm)

���� f 2 L2((0,1))

�
. (2.3.41)

In particular, D1([0,1)) =
n´

x

0 dt f(t)
��� f 2 L2((0,1))

o
.

Theorem 2.3.5. For each m 2 N, Hm

L
([0,1)) = Dm([0,1)).

Proof. Following the discussion in the proof of Proposition 2.3.1, one concludes that

Dm([0,1)) ✓ Hm

L
([0,1)), and hence it su�ces to show Hm

L
([0,1)) ✓ Dm([0,1)).

To this end it is instructive to first consider the case m = 1. Let f 2 H1([0,1)) so

17



f 0
2 L2((0,1)). By Hölder’s inequality, f 0

2 L1
loc
((0,1)); indeed, for 0 6 x < y <

1,

ˆ
y

x

dt |f 0(t)| 6
✓ˆ

y

x

dt |f 0(t)|2
◆1/2✓ˆ y

x

dt 12
◆1/2

6
✓ˆ

1

0

dt |f 0(t)|2
◆1/2

|y � x|1/2 < 1.

(2.3.42)

For x > 0, let h(x) :=
´

x

0 dt f 0(t). Then h 2 D1([0,1)) \ H1([0,1)). By standard

integration arguments, h = f + C on [0,1) for some constant C. Since f(0) =

h(0) = 0, C = 0 and thus f = h 2 D1([0,1)).

In general, let f 2 Hm

L
([0,1)). Then f (m)

2 L2((0,1)) and, as above, f (m)
2

L1
loc
((0,1)). Define, for x > 0,

h(x) :=

ˆ
x

0

dt1

ˆ
t1

0

dt2 · · ·

ˆ
tm�1

0

dtm f (m)(tm), (2.3.43)

so h 2 Dm([0,1)) and h(m)(x) = f (m)(x) for a.e. x > 0. Mimicking the argument for

m = 1, it follows that h = f + p on [0,1) for some polynomial p of degree less than

or equal to m� 1. However, h(j)(0) = f (j)(0) for j = 0, 1, . . . ,m� 1; that is to say,

p(j)(0) = 0 for j = 0, 1, . . . ,m� 1. Hence p ⌘ 0 and thus f = h 2 Dm([0,1)).

We conclude this section with the following result which is interesting in its

own right; the proof of part (i) is contained in the proof of Theorem 2.3.4 and the

proof of part (ii) follows from Theorem 2.3.2.

Theorem 2.3.6. Let m 2 N. Suppose f : [0,1) ! C satisfies f (j)
2 ACloc([0,1)),

j = 0, 1, . . . ,m� 1. Then the following assertions (i) and (ii) hold:

(i) If f/xm, f (m)
2 L2((0,1)), then f (j)(0) = 0, j = 0, 1, . . . ,m� 1.

(ii) If f (m)
2 L2((0,1)) and f (j)(0) = 0, j = 0, 1, . . . ,m � 1, then f/xm

2

L2((0,1)). In fact, f (m�j)/xj
2 L2((0,1)), j = 0, 1, . . . ,m.
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2.4 A New Proof of Birman’s Sequence of Hardy–Rellich-type Inequalities

For the sake of completeness, we first give Glazman’s proof (see [60, pp. 83–

84]) of the Birman inequalities in (2.1.1); actually, we provide a slight generalization

including a power weight. Birman does not give these explicit details in [19], but

it is clear that he knew this proof. We note that another proof of the inequalities

in (2.1.1), for f 2 Cm

0 ((0,1)), follows from repeated applications of Lemmas 5.3.1

and 5.3.3 in Davies’ text [32, pp. 104–105]. Subsequently, we present a new proof of

the Birman inequalities whose interest lies in the fact that it essentially consists of

repeated use of Hardy’s inequality.

We start with a slight extension of Glazman’s result, [60, pp. 83–84]:

Theorem 2.4.1. Let m 2 N, ↵ 2 R, and f 2 Cm

0 ((0,1)) be real-valued. Then

ˆ
1

0

dx x↵
⇥
f (m)(x)

⇤2 >
⇥Q

m

j=1(2m+ 1� 2j � ↵)
⇤2

22m

ˆ
1

0

dx
[f(x)]2

x2m�↵
. (2.4.1)

Moreover, if f 6⌘ 0, the inequalities (2.4.1) are strict.

Proof. Since

[f(x)]2 = 2

ˆ
x

0

dt f(t)f 0(t), (2.4.2)

one infers that

ˆ
1

0

dx
[f(x)]2

x2m�↵
= 2

ˆ
1

0

dx x↵�2m

✓ˆ
x

0

dt f(t)f 0(t)

◆

= 2

ˆ
1

0

dt f(t)f 0(t)

✓ˆ
1

t

dx x↵�2m

◆
(2.4.3)

=
2

2m� 1� ↵

ˆ
1

0

dt t↵+1�2mf(t)f 0(t)

6 2

|2m� 1� ↵|

✓ˆ
1

0

dx
[f(x)]2

x2m�↵

◆1/2✓ˆ 1

0

dx
[f 0(x)]2

x2(m�1)�↵

◆1/2

.

Here we used the elementary fact

ˆ
y

0

dx f1(x)

✓ˆ
x

0

dt f2(t)

◆
=

ˆ
y

0

dt f2(t)

✓ˆ
y

t

dx f1(x)

◆
dt, y > 0 (2.4.4)

19



(verified, e.g., by di↵erentiating with respect to y, assuming appropriate integrability

conditions on f1, f2), in the second line of (2.4.3), and employed Cauchy–Schwarz in

the final step of (2.4.3). This implies

ˆ
1

0

dx
[f(x)]2

x2m�↵
6
✓

2

2m� 1� ↵

◆2 ˆ 1

0

dx
[f 0(x)]2

x2(m�1)�↵
. (2.4.5)

By iteration, for ↵ 6= 2m+ 1� 2j, j = 0, 1, . . . ,m, one obtains

((2m� 1� ↵)(2m� 3� ↵) · · · (2m+ 1� 2j � ↵))2

22j

ˆ
1

0

dx
[f(x)]2

x2m�↵

6
ˆ

1

0

dx
[f (j)(x)]2

x2(m�j)�↵
.

(2.4.6)

Letting j = m in (2.4.6) implies (2.4.1) on Cm

0 ((0,1)). Inequality (2.4.5) becomes

trivial if ↵ = 2m+ 1� 2j, 1 6 j 6 m.

To prove that all inequalities are strict unless f ⌘ 0, one just has to check the

case of equality in all the Cauchy inequalities involved. The latter are of the type

ˆ
1

0

dx
f (j�1)(x)

xm�(j�1)�(↵/2)

f (j)(x)

xm�j�(↵/2)

6
✓ˆ

1

0

dx

⇥
f (j�1)(x)

⇤2

x2m�2(j�1)�↵

◆1/2✓ˆ 1

0

dx

⇥
f (j)(x)

⇤2

x2m�2j�↵

◆1/2

, 1 6 j 6 m.

(2.4.7)

Thus, equality in (2.4.7) holds if and only if there exists some �2
2 [0,1) such that

a.e. on (0,1),

±�f (j�1)(x) = xf (j)(x), 1 6 j 6 m, (2.4.8)

with general solution of the form

fj(x) = cj�1x
±�+j�1 + cj�2x

j�2 + cj�3x
j�3 + · · ·+ c1x+ c0, 1 6 j 6 m. (2.4.9)

The right-hand side in (2.4.9) is not compactly supported, completing the proof.

Remark 2.4.2. If f = f1 + if2 2 Hm

L
([0,1)), where f1 and f2 are, respectively, the

real and imaginary parts of f, it is clear by definition of Hm

L
([0,1)) that f1, f2 2

Hm

L
([0,1)). Moreover, if f1 and f2 each satisfy (2.1.1), then f also satisfies (2.1.1).
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Indeed,

ˆ
1

0

dx
��f (m)(x)

��2 =
ˆ

1

0

dx
��f (m)

1 (x) + if (m)
2 (x)

��2

=

ˆ
1

0

dx
�
f (m)
1 (x) + if (m)

2 (x)
��
f (m)
1 (x)� if (m)

2 (x)
�

=

ˆ
1

0

dx
⇥
f (m)
1 (x)

⇤2
+

ˆ
1

0

dx
⇥
f (m)
2 (x)

⇤2

> [(2m� 1)!!]2

22m

ˆ
1

0

dx


f1(x)2

x2m
+

f2(x)2

x2m

�

=
[(2m� 1)!!]2

22m

ˆ
1

0

dx
|f(x)|2

x2m
. (2.4.10)

Consequently, to prove that an arbitrary f 2 Hm

L
([0,1)) satisfies the inequality in

(2.1.1), it su�ces to assume that f is real-valued. The same argument applies of

course to inequality (2.4.1). ⇧

A closer inspection of Glazman’s proof readily reveals that it can be extended

to the space Hm

L
([0,1)):

Corollary 2.4.3. Let m 2 N and f 2 Hm

L
([0,1)). Then,

ˆ
1

0

dx
��f (m)(x)

��2 > [(2m� 1)!!]2

22m

ˆ
1

0

dx
|f(x)|2

x2m
. (2.4.11)

Moreover, if f 6⌘ 0, the inequalities (2.4.11) are strict.

Proof. By Remark 2.4.2 it su�ces to consider real-valued f . Comparing (2.4.3),

(2.4.6), and (2.4.7) with Theorem 2.3.2 (i) legitimizes all steps in (2.4.2)–(2.4.6) (tak-

ing ↵ = 0) for f 2 Hm

L
([0,1)). Finally, also strict inequality holds for Hm

L
([0,1)) 3

f 6⌘ 0 as the powers in (2.4.9) do not lie in Hm

L
([0,1)).

In our new proof of Birman’s inequalities (2.1.1) below, we make repeated use

of the elementary inequality

2xy 6 "x2 +
1

"
y2, x, y 2 R, " > 0, (2.4.12)
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following instantly from
�
"1/2x�"�1/2y

�2 > 0. In [109], Schmincke established various

one-parameter integral inequalities using this fact; see also [50] where new two-

parameter inequalities are given.

We note that the proof of Theorem 2.4.4 below is not shorter than other exist-

ing proofs, but we find it interesting as it reduces the sequence of Birman inequalities

to repeated use of just the first such inequality, namely, Hardy’s inequality (i.e., the

case m = 1 in (2.4.13)):

Theorem 2.4.4. Let m 2 N and f 2 Hm

L
([0,1)). Then,

ˆ
1

0

dx
��f (m)(x)

��2 > [(2m� 1)!!]2

22m

ˆ
1

0

dx
|f(x)|2

x2m
. (2.4.13)

Moreover, if f 6⌘ 0, the inequalities (2.4.13) are strict.

Proof. Let " > 0, and f 2 Hm

L
([0,1)), m 2 N. We first prove

ˆ
1

0

dx
��f (m)(x)

��2 >

8
><

>:

(�"2 + ")
´

1

0 dx |f(x)|2

x2 , m = 1,

(2m�3)!!
22m�2 (�"2 + (2m� 1)")

´
1

0 dx |f(x)|2

x2m , m > 2.
(2.4.14)

Maximizing over " 2 (0,1) then yields (2.4.13).

We prove (2.4.14) by induction onm 2 N. Form = 1, let f 2 H1 be real-valued

on [0,1); see Remark 2.4.2. Then
ˆ

1

0

dx
[f(x)]2

x2
= �

ˆ
1

0

dx [f(x)]2
✓
1

x

◆0

= �
[f(x)]2

x

����
1

0

+ 2

ˆ
1

0

dx
f(x)f 0(x)

x

= 2

ˆ
1

0

dx
f(x)f 0(x)

x
by Theorem 2.3.2 (ii) and (iii)

6 2

✓ˆ
1

0

dx
[f(x)]2

x2

◆1/2✓ˆ 1

0

dx [f 0(x)]2
◆1/2

6 "

ˆ
1

0

dx
[f(x)]2

x2
+

1

"

ˆ
1

0

dx [f 0(x)]2 using (2.4.12). (2.4.15)

This last inequality can be rewritten as
ˆ

1

0

dx [f 0(x)]2 > (�"2 + ")

ˆ
1

0

dx
[f(x)]2

x2
. (2.4.16)
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Since the maximum of "! �"2+ " occurs at " = 1/2 with maximum value 1/4, one

concludes that

ˆ
1

0

dx [f 0(x)]2 > 1

4

ˆ
1

0

dx
[f(x)]2

x2
> (�"2 + ")

ˆ
1

0

dx
[f(x)]2

x2
. (2.4.17)

The inequalities in (2.4.17) establish both (2.4.13) and (2.4.14) when m = 1. In-

cidentally, this argument also provides a proof of the classical Hardy inequality

(2.1.2). We now assume that (2.4.13) holds for m = 1, . . . , k�1 for some k 2 N. Let

f 2 Hk([0,1)); by (2.1.8), f 0
2 Hk�1([0,1)) and so, from our induction hypothesis,

ˆ
1

0

dx
⇥
f (k)(x)

⇤2
=

ˆ
1

0

dx
⇥
[f 0(x)](k�1)

⇤2 > [(2k � 3)!!]2

22k�2

ˆ
1

0

dx
[f 0(x)]2

x2(k�1)
. (2.4.18)

On the other hand, assuming f is real-valued, we note, from the definition of

Hk([0,1)) and Theorem 2.3.2 (i) that both f/xk and f 0/xk�1 belong to L2((0,1)).

Moreover,

ˆ
1

0

dx
[f(x)]2

x2k
= �

1

2k � 1

ˆ
1

0

dx [f(x)]2
�
x�2k+1

�0

= �
1

2k � 1

✓
[f(x)]2

x2k�1

����
1

0

� 2

ˆ
1

0

dx
f(x)f 0(x)

x2k�1

◆

=
2

2k � 1

ˆ
1

0

dx
f(x)f 0(x)

x2k�1
by Theorem 2.3.2 (ii) and (iii)

6 2

2k � 1

✓ˆ
1

0

dx
[f(x)]2

x2k

◆1/2✓ˆ 1

0

dx
[f 0(x)]2

x2(k�1)

◆1/2

6 1

2k � 1

✓
"

ˆ
1

0

dx
[f(x)]2

x2k
+

1

"

ˆ
1

0

dx
[f 0(x)]2

x2(k�1)

◆
by (2.4.12). (2.4.19)

Rearranging terms in this last inequality yields

ˆ
1

0

dx
[f 0(x)]2

x2(k�1)
>
�
�"2 + (2k � 1)"

� ˆ 1

0

dx
[f(x)]2

x2k
. (2.4.20)

Combining (2.4.18) and (2.4.20), one obtains

ˆ
1

0

dx
⇥
f (k)(x)

⇤2 > [(2k � 3)!!]2

22k�2
(�"2 + (2k � 1)")

ˆ
1

0

dx
[f(x)]2

x2k
, (2.4.21)

implying (2.4.14). The maximum of the function " ! �"2 + (2k � 1)" over (0,1)

occurs at " = (2k � 1)/2 with the maximum value being (2k � 1)2/4. Substituting
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this value into (2.4.21) yields

ˆ
1

0

dx
⇥
f (k)(x)

⇤2 > [(2k � 3)!!]2

22k�2

(2k � 1)2

4

ˆ
1

0

dx
[f(x)]2

x2k

=
[(2k � 1)!!]2

22k

ˆ
1

0

dx
[f(x)]2

x2k
,

(2.4.22)

completing the proof of (2.4.13). Strict inequality in (2.4.13) is clear from Corollary

2.4.3, alternatively, one can apply the argument following (2.4.7) (with j = 1, ↵ = 0)

and a similar one involving the final "-step in (2.4.19).

Remark 2.4.5. Hardy’s work on his celebrated inequality started in 1915, [67] (see

also [68]– [70], [71, Sect. 9.8], and the historical comments in [85, Chs. 1, 3, App.]).

Higher-order Hardy inequalities, including weight functions, are discussed in [86,

Ch. 4] and [101, Sect. 10], however, Birman’s sequence of inequalities, [19], is not

mentioned in these sources. ⇧

Remark 2.4.6. The characterization of functions in Hm

L
([0,1)) in Theorem 2.3.5

provides us with two equivalent ways of expressing Birman’s inequalities. Indeed,

we have already established that

ˆ
1

0

dx
��f (m)(x)

��2 > [(2m� 1)!!]2

22m

ˆ
1

0

dx
|f(x)|2

x2m
, f 2 Hm

L
([0,1)). (2.4.23)

Alternatively, via Theorem 2.3.5, one can now express this inequality as

ˆ
1

0

dx |f(x)|2 > [(2m� 1)!!]2

22m

ˆ
1

0

dx
1

x2m

����
ˆ

x

0

dt1

ˆ
t1

0

dt2 · · ·

ˆ
tm�1

0

dtm f(tm)

����
2

f 2 L2((0,1)). (2.4.24)

In the case m = 1, both forms of Hardy’s inequality are given in [71] (cf. Theorem

253, p. 175, and Theorem 327, p. 240). ⇧

The constants [(2m � 1)!!]2/22m in Birman’s sequence of inequalities (2.4.13)

are optimal as shown in the following section.
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2.5 Optimality of Constants

The principal purpose of this section is to prove the following result:

Theorem 2.5.1. The constants [(2m � 1)!!]2/22m in the Birman sequence of Hardy–

Rellich-type inequalities

ˆ
1

0

dx
��f (m)(x)

��2 > [(2m� 1)!!]2

22m

ˆ
1

0

dx
|f(x)|2

x2m
, f 2 Hm

L
([0,1)), m 2 N,

(2.5.1)

are optimal in the following sense: The inequality (2.5.1) ceases to be valid if [(2m�

1)!!]2/22m is replaced by [(2m � 1)!!]2/22m + " for any " > 0 on the right-hand side

of (2.5.1).

Proof. We follow the strategy of proof in [11, p. 4] in connection with weighted

Hardy inequalities. Fix some a > 0 and let �(0,a) denote the characteristic function

on (0, a). For � > �1/2, let f� 2 L2((0,1)) be given by

f�(x) := x��(0,a)(x), x 2 (0,1), (2.5.2)

and define

Fm,�(x) :=

ˆ
x

0

dt1

ˆ
t1

0

dt2 · · ·

ˆ
tm�1

0

dtm f�(tm), x 2 (0,1). (2.5.3)

One observes that Fm,� 2 Dm([0,1)) = Hm

L
([0,1)) by Theorem 2.3.5. Since F (m)

m,� =

f� a.e. on [0,1) one has

ˆ
1

0

dx
��F (m)

m,�
(x)
��2 =

ˆ
1

0

dx |f�(x)|
2 =

ˆ
a

0

dx x2� =
a1+2�

1 + 2�
. (2.5.4)

An induction argument then shows that

Fm,�(x) =

8
>>><

>>>:

x
m+�

Qm
j=1(j+�)

, 0 6 x 6 a,

P
m�1
k=0 bkxk, x > a,

(2.5.5)

where

bk :=
(�1)m�k+1am�k+�

k!(m� k � 1)!(m� k + �)
, 0 6 k 6 m� 1. (2.5.6)
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A straightforward computation yields

ˆ
1

0

dx x�2mF 2
m,�

(x) =

ˆ
a

0

dx x�2mF 2
m,�

(x) +

ˆ
1

a

dx x�2mF 2
m,�

(x)

=
1Q

m

j=1(j + �)2

ˆ
a

0

dx x2� +

ˆ
1

a

dx x�2m

 
m�1X

k=0

bkx
k

!2

=
a1+2�

(1 + 2�)
Q

m

j=1(j + �)2
+ C(a), (2.5.7)

where

0 < C(a) :=

ˆ
1

a

dx x�2m

 
m�1X

k=0

bkx
k

!2

�!
a"1

0. (2.5.8)

Thus,

´
1

0 f 2
�
(x) dx´

1

0 x�2nF 2
n,�

(x) dx
=

Q
n

j=1(j + �)2

1 + (1 + 2�)C(a)a�1�2�
Q

n

j=1(j + �)2

=

Q
n

j=1(2j � 1)2

22n
+ (1 + 2�)D(a, �) +O

�
(1 + 2�)2

�
,

(2.5.9)

where D( ·, ·) satisfies D(a, �) > 0, D(a,�1/2) > 0, if a is chosen su�ciently large,

due to the fact that C(a) �!
a"1

0. Thus, choosing � su�ciently close to �1/2 will

undercut any choice of " > 0 in a replacement of [(2n�1)!!]2/22n by [(2n�1)!!]2/22n+"

for any " > 0 on the right-hand side of (2.5.1).

Without going into further details we note that the argument just presented

also works for the weighted extension of the Birman inequalities (2.4.1).

We also note that the constants in (2.5.1) coincide of course with the ones

obtained by Yafaev [118] upon specializing his result to the spherically symmetric

case.

Remark 2.5.2. Let m 2 N. To motivate the choice of the function f�, and hence

that of Fm,�(x) = c xm+� = c xm�(1/2)+", writing � = �(1/2) + ", " > 0, near x = 0

in the above proof, it su�ces to recall that Birman’s inequalities,

ˆ
1

0

dx
��f (m)(x)

��2 > [(2m� 1)!!]2

22m

ˆ
1

0

dx
|f(x)|2

x2m
, f 2 Hm

L
([0,1)), (2.5.10)
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are naturally associated with the di↵erential expression

⌧2m := (�1)n
d2m

dx2m
�

[(2m� 1)!!]2

22m
1

|x|2m
, x 2 (0,1). (2.5.11)

According to Birman’s inequalities,

⌧2m
��
C

1
0 ((0,1))

> 0, (2.5.12)

and the function ym(x) = xm�(1/2), x > 0, satisfies

⌧2mym = 0 (2.5.13)

and hence formally saturates the lower bound 0 of ⌧2m. To ensure membership in

Hm

L
([0,1)) one thus regularizes ym with the help of the parameter " > 0, yielding

Fm,�(x) = c xm�(1/2)+", x > 0. ⇧

2.6 The Continuous Cesàro Operator T1 and its Generalizations Tm

As shown in the proof of Proposition 2.3.1, for any f 2 L2((0,1)),

ˆ
x

0

dt1

ˆ
t1

0

dt2 · · ·

ˆ
tm�1

0

dtmf(tm) 2 Hm

L
([0,1)), (2.6.1)

thus, we can introduce for m 2 N,

(Tmf)(x) :=
1

xm

ˆ
x

0

dt1

ˆ
t1

0

dt2 · · ·

ˆ
tm�1

0

dtmf(tm), x 2 (0,1),

f 2 dom(Tm) = L2((0,1)).

(2.6.2)

The operator Tm is patterned after the continuous Cesàro operator,

(T1f)(x) :=
1

x

ˆ
x

0

dt f(t), x 2 (0,1), f 2 L2((0,1)). (2.6.3)

We now prove the following result.

Theorem 2.6.1. Let m 2 N and define Tm as in (2.6.2), (2.6.3). Then Tm is a

bounded linear operator on L2((0,1)) with norm

kTmk =
2m

(2m� 1)!!
. (2.6.4)
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Proof. We abbreviate the reciprocal of the square root of the Birman constant by

Am :=
2m

(2m� 1)!!
. (2.6.5)

Let f 2 L2((0,1)), and write

F (x) =

ˆ
x

0

dt1

ˆ
t1

0

dt2 · · ·

ˆ
tm�1

0

dtmf(tm), x 2 (0,1). (2.6.6)

Then F 2 Hm

L
([0,1)) and

F (m) = f a.e. on [0,1). (2.6.7)

Hence, by (2.4.13) in Theorem 2.4.4, one concludes that
ˆ

1

0

dx
|F (x)|2

x2m
6 A2

m

ˆ
1

0

dx
��F (m)(x)

��2 = A2
m

ˆ
1

0

dx |f(x)|2 . (2.6.8)

Since Tmf = F/xm, (2.6.8) implies

kTmfkL2((0,1)) 6 AmkfkL2((0,1)); (2.6.9)

in particular, Tm is bounded and kTmk 6 Am. To show kTmk = Am, let 0 < K < Am

so K2 < A2
m
. Since, by Theorem 2.5.1, the constant A2

m
is sharp, there exists

G 2 Hm

L
([0,1)) such that

ˆ
1

0

dx
|G(x)|2

x2m
> K2

ˆ
1

0

dx
��G(m)(x)

��2. (2.6.10)

Let g := G(m)
2 L2((0,1)) such that

G(x) =

ˆ
x

0

dt1

ˆ
t1

0

dt2 · · ·

ˆ
tm�1

0

dtmg(tm). (2.6.11)

Then Tmg = G/xm and

kTmgkL2((0,1)) > KkgkL2((0,1)). (2.6.12)

Thus,

Am = inf
�
C > 0

�� kTmfkL2((0,1)) 6 CkfkL2((0,1)) for all f 2 L2((0,1))
✏
{0}
 

= kTmk, (2.6.13)

completing the proof.
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It will soon be clear that while Tm is bounded, it is noncompact, see (2.6.77).

Next, we turn to the inverse of Tm and state the following fact.

Lemma 2.6.2. Let m 2 N, then

(T�1
m

f)(x) =
dm

dxm
xmf(x), x 2 (0,1), (2.6.14)

f 2 dom
�
T�1
m

�
=
�
g 2 L2((0,1))

�� g 2 AC(m�1)
loc

((0,1)); (xmg)(m)
2 L2((0,1));

lim
x#0

(xmg(x))(j) = 0, j = 0, . . . ,m� 1}.

Proof. For f 2 ran(Tm) \ AC(m�1)
loc

((0,1)), consider the equation

(Tmg)(x) = f(x), (2.6.15)

or, equivalently,

g(x) = (xmf(x))(m). (2.6.16)

Since Tm is one-to-one, it is clear from (2.6.16) that the form of the inverse of Tm is

given by

(Rmg)(x) = (xmg(x))(m), x 2 (0,1). (2.6.17)

We now seek to find the (largest) domain, dom(Rm) ✓ L2((0,1)). For any such

choice of domain,

dom(Rm) ✓
�
g 2 L2((0,1))

�� g 2 AC(m�1)
loc

((0,1)); (xmg(x))(m)
2 L2((0,1))},

(2.6.18)

and it is clear that

(Rm � Tm)g(x) = Rm(Tmg)(x) = g(x). (2.6.19)

Conversely, we see that if

g(x) = (Tm �Rm)g(x) = Tm(Rmg)(x)

=
1

xm

ˆ
x

0

dt1

ˆ
t1

0

dt2 · · ·

ˆ
tm�1

0

dtm (tm
m
g(tm))

(m),
(2.6.20)
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then it is necessary, for j = 0, 1, . . . ,m� 1, that the limits

lim
x!0+

(xmg(x))(j) (2.6.21)

all must exist and equal 0. Consequently, if we define

dom(Rm) :=
�
g 2 L2((0,1))

�� g 2 AC(m�1)
loc

((0,1)); (xmg(x))(m)
2 L2(0,1),

lim
x!0+

(xmg(x))(j) exists and equals 0, j = 0, 1, . . .m� 1}, (2.6.22)

then, by (2.6.19) and (2.6.20), it follows that operator Rm, defined by (2.6.17) and

(2.6.22), is the inverse of Tm in L2((0,1)).

One notes that dom(Rm) = ran(Tm) as given in (2.6.22) is dense in L2((0,1)).

Indeed, one verifies that for any ↵ > �1,

�
x↵/2e�x/2L↵

k
(x)
�� k 2 N0

 
⇢ dom(Rm), (2.6.23)

where {L↵
k
}
1

k=0 is the sequence of Laguerre polynomials which forms a complete

orthogonal set in the Hilbert space L2((0,1)). Indeed, it is clear that for j =

0, 1, . . . ,m� 1,

lim
x!0

(xm+↵/2e�x/2L↵
k
(x))(j) = 0 and (xm+↵/2e�x/2L↵

k
(x))(m)

2 L2((0,1)). (2.6.24)

In the following we will show that the m boundary conditions in (2.6.14) can

actually be replaced by the (m� 1) L2-conditions

xjg(j) 2 L2((0,1)), j = 1, . . . ,m� 1. (2.6.25)

To prove this we start with the following elementary observations: For m 2 N and

x 2 (0,1),

(i) f 2 ACloc((0,1)) if and only if xmf 2 ACloc((0,1)). (2.6.26)

(ii) (xmf(x))(k) = ak(m, k)xmf (k)(x) + · · ·+ a0(m, k)xm�kf(x), 0 6 k 6 m,
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where aj(m, k) =

✓
k

j

◆ k�j�1Y

`=0

(m� `), 0 6 j 6 k, (2.6.27)

(iii) xk(xf(x))(k+1) = xk+1f (k+1)(x) + (k + 1)xkf (k)(x), k 2 N0, (2.6.28)

(iv) x(xkf (k)(x))0 = xk+1f (k+1)(x) + kxkf (k)(x), k 2 N0. (2.6.29)

Lemma 2.6.3. Let m 2 N, then

dom
�
T�m

1

�
(2.6.30)

=
�
g 2 L2((0,1))

�� g 2 AC(m�1)
loc

((0,1)); xjg(j) 2 L2((0,1)), j = 1, . . . ,m
 
.

Proof. We start with the case m = 1 and note that

g 2 L2((0,1)), g 2 ACloc((0,1)), and xg0 2 L2((0,1)) implies lim
x#0

xg(x) = 0.

(2.6.31)

Indeed, observing ˆ
x

x0

dt tg0(t) = [tg(t)]
��x
x0

�

ˆ
x

x0

dt g(t) (2.6.32)

shows that c = limx#0 xg(x) exists. If c 6= 0, then without loss of generality we can

assume that c > 0. Then xg(x) > c/2, equivalently, g(x) > c/(2x) for su�ciently

small 0 < x, yielding g /2 L2((0,1)), a contradiction. Thus, c = 0 and (2.6.31)

holds.

Since (xg)0 = xg0 + g, this implies

dom
�
T�1
1

�
=
�
g 2 L2((0,1))

�� g 2 ACloc((0,1)); xg0 2 L2((0,1))
 

(2.6.33)

and hence verifies (2.6.30) for m = 1.

Next, we use induction on m 2 N. Assume (2.6.30) holds for m 2 N fixed.

Then for m+ 1, one obtains

dom
�
T�(m+1)
1

�
= dom

�
T�m

1 T�1
1

�

=
�
g 2 dom

�
T�1
1

� �� �T�1
1 g

�
2 dom

�
T�m

1

� 
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=
�
g 2 dom

�
T�1
1

� �� (xg)0 2 dom
�
T�m

1

� 

=
�
g 2 L2((0,1))

�� g 2 ACloc((0,1)); xg0 2 L2((0,1)); (xg)0 2 L2((0,1));

(xg)0 2 AC(m�1)
loc

((0,1)); xj(xg)(j+1)
2 L2((0,1)), j = 1, . . . ,m

 

(2.6.34)

=
�
g 2 L2((0,1))

�� g 2 ACloc((0,1)); (xg)0 2 AC(m�1)
loc

((0,1));

xj(xg)(j+1)
2 L2((0,1)), j = 0, . . . ,m

 (2.6.35)

=
�
g 2 L2((0,1))

�� g 2 AC(m)
loc

((0,1)); xjg(j) 2 L2((0,1)), j = 1, . . . ,m+ 1
 
,

(2.6.36)

as desired. Here we used the induction hypothesis in (2.6.34), and again the fact

(xg)0 = xg0 + g and f 2 L2((0,1)) to conclude that (xg)0 2 L2((0,1)) if and only

if xg0 2 L2((0,1)) in (2.6.35). To arrive at (2.6.36) one uses (2.6.26) and hence,

g 2 ACloc((0,1)) and (xg)0 2 AC(m�1)
loc

((0,1)) if and only if g 2 AC(m)
loc

((0,1)),

(2.6.37)

as well as (2.6.28) and

xj(xg)(j+1) = xj+1g(j+1) + (j + 1)xjg(j) 2 L2((0,1)), j = 0, . . . ,m, (2.6.38)

which iteratively yields xkg(k) 2 L2((0,1)) for 1 6 k 6 m+ 1.

Lemma 2.6.4. Let m 2 N. Assume f 2 AC(m�1)
loc

((0,1)) and xkf (k)
2 L2((0,1))

for k = 0, 1, . . . ,m. Then

lim
x#0

(xmf(x))(j) = 0, j = 0, 1, . . . ,m� 1. (2.6.39)

Proof. The case m = 1 holds by (2.6.31).

For m = 2, assume f 2 AC(1)
loc

((0,1)) with f, xf 0, x2f 00
2 L2((0,1)). Then

for j = 0, one has again by (2.6.31),

lim
x#0

xf(x) = 0 and hence lim
x#0

x2f(x) = 0. (2.6.40)
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For j = 1, one notes that xf 0
2 ACloc((0,1)), see (2.6.26), and x(xf 0)0 = x2f 00 +

xf 0
2 L2((0,1)). Hence, applying (2.6.31) to g = xf 0 yields

lim
x#0

x(xf 0(x)) = lim
x#0

x2f 0(x) = 0. (2.6.41)

Combining (2.6.40) and (2.6.41) shows

lim
x#0

(x2f(x))0 = lim
x#0

⇥
x2f 0(x) + 2xf(x)

⇤
= 0, (2.6.42)

proving (2.6.39) for m = 2.

Next, we prove (2.6.39) for general m 2 N. Let m 2 N be fixed and assume

the hypotheses of the lemma, that is,

f 2 AC(m�1)
loc

((0,1)) and xkf (k)
2 L2((0,1)), k = 0, 1, . . . ,m. (2.6.43)

One notes that f 2 AC(m�1)
loc

((0,1)) implies xjf (j)
2 ACloc((0,1)) for j = 0, . . . ,m�

1, see (2.6.26). Using (2.6.29) and (2.6.43),

x(xjf (j))0 = xj+1f (j+1) + jxjf (j)
2 L2((0,1)), j = 0, . . . ,m� 1. (2.6.44)

Thus, applying (2.6.31) iteratively to gj := xjf (j) one arrives at

lim
x#0

xgj(x) = lim
x#0

xj+1f (j)(x) = 0, j = 0, 1, . . . ,m� 1. (2.6.45)

In particular, for any m 2 N with m > j,

lim
x#0

xmf (j)(x) = 0, j = 0, 1, . . . ,m� 1. (2.6.46)

Thus, by (2.6.27) and (2.6.46), one obtains

lim
x#0

(xmf(x))(j) = aj lim
x#0

xmf (j)(x) + · · ·+ a0 lim
x#0

xm�jf(x)

= aj · 0 + · · ·+ a0 · 0 = 0, j = 0, . . . ,m� 1. (2.6.47)
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Introducing

pm(z) =
m�1Y

k=0

(z + k), z 2 C, m 2 N, (2.6.48)

we are now ready to characterize T�1
m

in terms of T�1
1 :

Theorem 2.6.5. Let m 2 N, then

T�1
m

= pm
�
T�1
1

�
, (2.6.49)

dom
�
T�1
m

�
= dom

�
T�m

1

�
=
�
g 2 L2((0,1))

�� g 2 AC(m�1)
loc

((0,1)); (2.6.50)

xjg(j) 2 L2((0,1)), j = 1, . . . ,m
 
.

Proof. Focusing at first on (2.6.50) suppose f 2 dom
�
T�1
m

�
= ran(Tm). Then, for

some h 2 L2((0,1)),

f(x) =
1

xm

ˆ
x

0

dt1

ˆ
t1

0

dt2 · · ·

ˆ
tm�1

0

dtm h(tm), (2.6.51)

equivalently,

xmf(x) =

ˆ
x

0

dt1

ˆ
t1

0

dt2 · · ·

ˆ
tm�1

0

dtm h(tm). (2.6.52)

Taking the k-th derivative, 0 6 k < m, of (2.6.52) yields

akx
mf (k)(x) + · · ·+ a0x

m�kf(x) =

ˆ
x

0

dt1

ˆ
t1

0

dt2 · · ·

ˆ
tm�k�1

0

dtm�k�1h(tm�k�1),

k = 0, . . . ,m� 1, (2.6.53)

where the coe�cients aj(m, k) are given by (2.6.27). Dividing (2.6.53) by xm�k

yields

akx
kf (k) + · · ·+ a1xf

0 + a0f = Tm�k h 2 L2((0,1)), (2.6.54)

which iteratively proves that xkf (k)
2 L2((0,1)) for k = 0, . . . ,m � 1. Finally,

taking the m-th derivative of (2.6.52) shows

anx
mf (m) + · · ·+ a1xf

0 + a0f = h 2 L2((0,1)), (2.6.55)

34



proving xmf (m)
2 L2((0,1)) and thus f 2 dom

�
T�m

1

�
.

Conversely, suppose f 2 dom
�
T�m

1

�
. Then (xmf)(m)

2 L2((0,1)) since

xjf (j)
2 L2((0,1)) for j = 0, . . . ,m by hypothesis, and

(xmf)(m) = anx
mf (m) + · · ·+ a1xf

0 + a0f. (2.6.56)

The condition limx#0(xmf(x))(j) = 0, j = 0, . . . ,m� 1, follows from Lemma 2.6.4.

Turning to the proof of (2.6.49), one notes that the case m = 1 in (2.6.49)

obviously holds. Hence, assume (2.6.49) holds for some m 2 N fixed. Then for m+1

one computes,

pm+1(T
�1
1 )f =

mY

k=0

(T�1
1 + k)f = T�1

m
(T�1

1 +m)f by hypothesis

= T�1
m

T�1
1 f +mT�1

m
f

= (xm(xf 0 + f))(m) +m(xmf)(m)

= (xm+1f 0)(m) + (xmf)(m) +m(xmf)(m)

= (xm+1f 0)(m) + ((m+ 1)xmf)(m)

= (xm+1f 0 + (m+ 1)xmf)(m)

= ((xm+1f)0)(m)

= (xm+1f)(m+1)

= T�1
m+1f, f 2 dom

�
T�1
m+1

�
= dom

�
T�m�1
1

�
. (2.6.57)

Given Theorem 2.6.5, spectral analysis of Tm reduces to that of T1, respectively,

T�1
1 , via the spectral mapping theorem. Thus, by (2.6.33), we recall that

(T�1
1 f)(x) = (xf)0(x) = xf 0(x) + f(x),

f 2 dom
�
T�1
1

�
=
�
g 2 L2((0,1))

�� g 2 ACloc((0,1); (xg)0 2 L2((0,1))
 
.

(2.6.58)
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Next, we introduce the unitary Mellin transform M and its inverse, M�1, via

the pair of formulas

M :

8
>>>>>><

>>>>>>:

L2((0,1); ) ! L2(R; d�),

f 7! (Mf)(�) ⌘ f ⇤(�) := (2⇡)�1/2 s-lima"1

´
a

1/a dx f(x)x
�(1/2)+i�

for a.e. � 2 R,

(2.6.59)

M
�1 :

8
>>>>>><

>>>>>>:

L2(R; d�) ! L2((0,1); ),

f ⇤
7! (M�1f ⇤)(x) ⌘ f(x) := (2⇡)�1/2 s-limb"1

´
b

�b
d� f ⇤(�)x�(1/2)�i�

for a.e. x 2 (0,1).

(2.6.60)

For details on M (resp., M�1) we refer, for instance, to [115, Sect. 3.17] (see also,

[117, Sect. 1.3]).

The fact,

i

✓
d

dx
x�

1

2

◆
x�(1/2)�i� = �x�(1/2)�i�, x 2 (0,1), � 2 R, (2.6.61)

naturally leads to the following definition of the operator S1 in L2((0,1); ),

S1 := i
�
T�1
1 � 2�1IL2((0,1))

�
, dom(S1) = dom

�
T�1
1

�
, (2.6.62)

and establishes that S1 is unitarily equivalent to the operator of multiplication by

the independent variable in L2(R),

�
MS1M

�1f ⇤
�
(�) = �f ⇤(�) for a.e. � 2 R and

for all f ⇤
2 L2(R; d�) such that �f ⇤

2 L2(R; d�).
(2.6.63)

Summarizing, the Mellin transform diagonalizes S1 and hence T1. Denoting

by C(z0; r0) ⇢ C the circle of radius r0 > 0 centered at z0 2 C, one obtains the

following result.
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Theorem 2.6.6. Introduce S1 in L2((0,1); ) as in (2.6.62). Then S1 is self-adjoint

and hence T1 is normal. Moreover, the spectra of S1 and T1 are simple and purely

absolutely continuous. In particular,

�(S1) = �ac(S1) = R, �p(S1) = �sc(S1) = ;, (2.6.64)

�(T1) = �ac(T1) = C(1; 1), �p(T1) = �sc(T1) = ;. (2.6.65)

Proof. The claims concerning S1 follow from (2.6.62), unitarity of M, and the fact

that the operator of multiplication by the independent variable in L2(R; d�) has

purely absolutely continuous spectrum. The pair of maps

C(1; 1) 3 z 7! i
�
z�1

� 2�1
�
2 R, R 3 � 7!

⇥
� i�+ 2�1

⇤�1
2 C(1; 1), (2.6.66)

establishes the facts concerning T1.

Remark 2.6.7. Introducing the family of operators

(T1,zf)(x) :=

ˆ 1

0

dt s�zf(st) = xz�1

ˆ
x

0

du u�zf(u), Re(z) < 1/2, (2.6.67)

one verifies that (Re(z) < 1/2)

T1,0 = T1, (2.6.68)
✓
xz

d
x1�zT1,zf

◆
(x) = f(x), (2.6.69)

xz
d
x1�z = x

d
+ I � zI =

d
x� zI, (2.6.70)

T1,z =

✓
d
x� zI

◆�1

=
�
T�1
1 � zI

��1
= (I � zT1)

�1T1,

= �z�1I + z�2
�
z�1I � T1

��1
, (2.6.71)

(T1 � zI)�1 = �z�1I � z�2T1,z�1 . (2.6.72)

⇧

The fact, �(T1) = C(1; 1), as well as the resolvent formula (2.6.78) for T1 are

well-known, we refer, for instance, to [23], and [21] (see also [6], [62], [89], [90], and
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the references cited therein). What appears to be less well-known is the a.c. nature of

the spectrum of T1 and the spectral representation in terms of the Mellin transform.

Much of the work on the spectral theory for T1 focused on p-dependence of the

spectrum in Lp-spaces (on finite intervals and on the half-line), Hardy, Bergman,

and Dirichlet spaces, etc. For related classes of integral operators see, for instance,

[92], [100], [104], and the references cited therein.

Remark 2.6.8. One notes the curious fact that while the closed, symmetric operator

A1 in L2((0,1)), defined by

(A1f)(x) = if 0(x), f 2 dom(A1) =
�
g 2 L2((0,1))

�� g 2 ACloc([0,1));

g(0+) = 0; g0 2 L2((0,1))
 
, (2.6.73)

is the prime example of a symmetric operator with unequal deficiency indices (1 and

0), and hence has no self-adjoint extensions in L2((0,1)), the right multiplication of

id/dx with x in (2.6.62), followed by the shift �i/2, yields the self-adjoint operator

S1 in L2((0,1)). ⇧

Formula (2.6.49), T�1
m

= pm
�
T�1
1

�
, m 2 N, together with the spectral theorem

applied to T1, then yield

�
�
T�1
m

�
= pm

�
�
�
T�1
1

��
, m 2 N. (2.6.74)

Equivalently, introducing the rational function rm by

rm(z) = zm
m�1Y

k=1

(1 + kz)�1, z 2 C\
�
� `�1

 
16`6m�1

, m 2 N, (2.6.75)

the formula

Tm = rm(T1), m 2 N, (2.6.76)

yields the following facts.

Theorem 2.6.9. Let m 2 N. Then, Tm is normal and

�(Tm) = rm(�(T1)) =
�
rm
�
1 + ei✓

� �� ✓ 2 [0, 2⇡]
 
, m 2 N, (2.6.77)
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�(Tm) = �ac(Tm), �p(Tm) = �sc(Tm) = ;. (2.6.78)

Proof. Normality of Tm is clear from (2.6.76). The facts (2.6.77), (2.6.78) follow from

combining Theorem 2.6.6, (2.6.76), and the spectral theorem for normal operators.

We have not been able to find discussions of Tm in the literature.

The spectrum of Tm, for various values of m 2 N, is illustrated next:

�(T100)

The point z = 0

Figure 2.1: 14⇥ Magnification of �(T100)
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�(T1) �(T2) �(T3) �(T4)

�(T5) �(T6) �(T7) �(T8)

�(T9) �(T10) �(T20) �(T30)

�(T40) �(T50) �(T100)

Figure 2.2: The Spectrum of Tm for certain m 2 N
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2.7 The Birman Inequalities on the Finite Interval [0, b]

For fixed b 2 (0,1) and m 2 N, introduce the set2

Hm

LR
([0, b]) :=

�
f : [0, b] ! C

�� f (m)
2 L2((0, b)); f (j)

2 AC([0, b]);

f (j)(0) = f (j)(b) = 0, j = 0, 1, . . . ,m� 1
 
,

(2.7.1)

with associated inner product ( · , · )Hm
LR([0,b]),

(f, g)Hm
LR([0,b]) :=

ˆ
b

0

dx f (m)(x) g(m)(x), f, g 2 Hm

LR
([0, b]), (2.7.2)

and norm

kfk
H

m
LR([0,b]) =

��f (m)
��
L2((0,b))

, f 2 Hm

LR
([0, b]). (2.7.3)

Next, we state the following result which yields the Birman inequalities on

[0, b] as well as sharpness and equality results on Hm

LR
([0, b]) = Hm

0 ((0, b)), where

Hm

0 ((0, b)) denotes the standard Sobolev space on (0, b) obtained upon completion

of C1

0 ((0, b)) in the norm of Hm((0, b)), that is,

Hm((0, b)) =
�
f : [0, b] ! C

�� f (j)
2 AC([0, b]), j = 0, 1, . . . ,m� 1;

f (k)
2 L2((0, b)), k = 0, 1, . . . ,m

 
, (2.7.4)

Hm

0 ((0, b)) =
�
f 2 Hm((0, b))

�� f (j)(0) = f (j)(b) = 0, j = 0, 1, . . . ,m� 1
 
. (2.7.5)

Theorem 2.7.1. Let m 2 N, then the following items (i)–(iv) hold:

(i) For each m 2 N, and b 2 (0,1),

Hm

LR
([0, b]) = Hm

0 ((0, b)) (2.7.6)

as sets. In particular,

f 2 Hm

LR
([0, b]) implies f (j)

2 L2((0, b)), j = 0, 1, . . . ,m. (2.7.7)

In addition, the norms in Hm

LR
([0, b]) and Hm

0 ((0, b)) are equivalent.

2 It is possible to replace the boundary conditions at x = 0 by f/x
m

2 L
2 and/or the one at

x = b by f/(b � x)n 2 L
2, leading to additional spaces Hm

LR(0, b])
0, Hm

LR([0, b))
0, and H

m
LR((0, b))

0

in analogy to (2.3.2), but we omit further details at this point.
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(ii) The following hold:

(↵) Let a, c 2 [0,1), a < c, f : [a, c] ! C, with f (j)
2 AC([a, c]), f (j)(a) = 0,

j = 0, 1, . . . ,m� 1, and f (m)
2 L2((a, c)). Then,

ˆ
c

a

dx
��f (m)(x)

��2 > [(2m� 1)!!]2

22m

ˆ
c

a

dx
|f(x)|2

(x� a)2m
. (2.7.8)

(�) Let a, c 2 [0,1), a < c, f : [a, c] ! C, with f (j)
2 AC([a, c]), f (j)(c) = 0,

j = 0, 1, . . . ,m� 1, and f (m)
2 L2((a, c)). Then,

ˆ
c

a

dx
��f (m)(x)

��2 > [(2m� 1)!!]2

22m

ˆ
c

a

dx
|f(x)|2

(c� x)2m
. (2.7.9)

(�) Introducing the distance of x 2 (0, b) to the boundary {0, b} of (0, b) by

�(x) = min{x, |b� x|}, x 2 (0, b), b 2 (0,1), (2.7.10)

one has

ˆ
b

0

dx
��f (m)(x)

��2 > [(2m� 1)!!]2

22m

ˆ
b

0

dx
|f(x)|2

�(x)2m
, f 2 Hn

0 ((0, b)). (2.7.11)

In all cases (↵)–(�), if f 6⌘ 0, the inequalities (2.7.8), (2.7.9), and (2.7.11) are strict.

(iii) The constant [(2m� 1)!!]2/22m is sharp in all cases (↵)–(�) in item (ii).

Proof. (i) Equality of Hm

LR
([0, b]) with the standard Sobolev space Hm

0 ((0, b)) in

(2.7.6) (and hence the fact (2.7.7)) follows from [24, p. 29] (discussing the endpoint

behavior of f 2 Hm((0, b)) at {0, b}) and especially, from [24, Theorem 2, p. 127

and Corollary 6, p. 128]. Alternatively, one can exploit the boundary conditions

f (j)(0) = f (j)(b) = 0, 0 6 j 6 m, and combine [43, Corollary V.3.21] and the

Friedrichs inequality [43, p. 242],

��f (j)
��
L2((0,b))

6 C
��f (m)

��
L2((0,b))

, f 2 Hm

0 ((0, b)), (2.7.12)

with C = C(j,m, b) 2 (0,1) independent of f 2 Hm

0 ((0, b)).

For the rest of the proof we assume that f is real-valued.
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To prove item (ii) part (↵) one first follows the proof of Theorem 2.4.4, ob-

serving that for k 2 N,
ˆ

c

a

dx
[f(x)]2

(x� a)2k
= �

1

2k � 1

✓
[f(x)]2

(x� a)2k�1

����
c

a

� 2

ˆ
c

a

dx
f(x)f 0(x)

(x� a)2k�1

◆

= �
1

2k � 1

✓
f(c)2

(c� a)2k�1
� 2

ˆ
c

a

dx
f(x)f 0(x)

(x� a)2k�1

◆

6 2

2k � 1

ˆ
c

a

dx
f(x)f 0(x)

(x� a)2k�1
, (2.7.13)

and then continues as in (2.4.19).

Part (�) follows from (↵) by reflecting about the interval midpoint.

For part (�), one can follow the argument provided in [32, Corollary 5.3.2] in the

context of the Hardy inequality m = 1: Splitting the interval (0, b) into (0, b/2] [

[b/2, b), exploiting the factˆ
b/2

0

dx
[f(x)]2

x2m
+

ˆ
b

b/2

dx
[f(x)]2

(b� x)2m
=

ˆ
b/2

0

dx
[f(x)]2

�(x)2m
+

ˆ
b

b/2

dx
[f(x)]2

�(x)2m

=

ˆ
b

0

dx
[f(x)]2

�(x)2m
,

(2.7.14)

and then separately applying parts (↵) to (0, b/2), and (�) to (b/2, b), yields (2.7.11).

To prove strict inequality in (2.7.8)–(2.7.11), it su�ces to consider part (↵)

since (�) follows by reflection and either (↵) or (�) implies (�). One infers from

(2.4.9) that functions that would yield equality are of the type

g0(x) = cm�1(x� a)�+m�1 + cm�2(x� a)m�2 + cm�3(x� a)m�3 + · · ·+ c1(x� a) + c0.

(2.7.15)

The fact g(j)0 (a) = 0 for j = 0, 1, . . . ,m� 2 shows

c0 = c1 = · · · = cm�2 = 0, (2.7.16)

so that

g0(x) = cm�1(x� a)�+m�1. (2.7.17)

Equation (2.7.17) suggests equality in (2.7.8) holds only for functions of the form

g0(x) = d0(x� a)µ (2.7.18)

43



for some d0 2 C, µ 2 R. To prove d0 = 0, assume otherwise. First, one notes that

g(m)
0 2 L2((a, c)) implies

2(µ�m) > �1 or, µ > m� 1/2. (2.7.19)

Inductively, one sees that

[µ(µ� 1) · · · (µ�m+ 1)]2 >
[(2m� 1)!!]2

22m
, m 2 N. (2.7.20)

Computing the left side of (2.7.8) then yields

ˆ
b/2

0

dx
⇥
g(m)
0 (x)

⇤2
= |d0|

2[µ(µ� 1) · · · (µ�m+ 1)]2
ˆ

b/2

0

dx (x� a)2(µ�m) (2.7.21)

> |d0|
2 [(2m� 1)!!]2

22m

ˆ
b/2

0

dx (x� a)2(µ�m) (2.7.22)

= |d0|
2 [(2m� 1)!!]2

22m

ˆ
b/2

0

dx
[g0(x)]2

(x� a)2m
, (2.7.23)

contradicting equality in (2.7.8), and hence d0 = 0.

To prove item (iii) for case (↵) one chooses f�(x) = (x � a)��(a,c) and then

proceeds as in the proof of Theorem 2.5.1. To settle case (�) one uses case (↵)

combined with reflection about the interval midpoint. If in case (�), the constant

[(2m � 1)!!]2/22m would not be optimal and a larger constant should exist, then

considering the two intervals (0, b/2) and (b/2, b) would lead to a larger constant on

at least one of them as well, contradicting cases (↵) or (�).

2.8 The Vector-Valued Case

In this section we indicate that all results described thus far extend to the

vector-valued case in which f is not just complex-valued, but actually, H-valued,

with H a separable, complex Hilbert space.

To set the stage we briefly review some facts on Bochner integrability and

associated vector-valued Lp- and Sobolev spaces.

Regarding details of the Bochner integral we refer, for instance, to [9, p. 6–

21], [42, p. 44–50], [76, p. 71–86], [88, Sect. 4.2], [93, Ch. III], [119, Sect. V.5]. In
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particular, if (a, b) ✓ R is a finite or infinite interval and B a Banach space, and

if p > 1, the symbol Lp((a, b); dx;B), in short, Lp((a, b);B), whenever Lebesgue

measure is understood, denotes the set of equivalence classes of strongly measurable

B-valued functions which di↵er at most on sets of Lebesgue measure zero, such that

kf( · )kp
B
2 L1((a, b)). The corresponding norm in Lp((a, b);B) is given by

kfkLp((a,b);B) =

✓ˆ
(a,b)

dx kf(x)kp
B

◆1/p

(2.8.1)

and Lp((a, b);B) is a Banach space.

IfH is a separable Hilbert space, then so is L2((a, b);H) (see, e.g., [18, Subsects.

4.3.1, 4.3.2], [20, Sect. 7.1]).

One recalls that by a result of Pettis [103], if B is separable, weak measurability

of B-valued functions implies their strong measurability.

A map f : [c, d] ! B (with [c, d] ⇢ (a, b)) is called absolutely continuous on

[c, d], denoted by f 2 AC([c, d];B), if

f(x) = f(x0) +

ˆ
x

x0

dt g(t), x0, x 2 [c, d], (2.8.2)

for some g 2 L1((c, d);B). In particular, f is then strongly di↵erentiable a.e. on

(c, d) and

f 0(x) = g(x) for a.e. x 2 (c, d). (2.8.3)

Similarly, f : [c, d] ! B is called locally absolutely continuous, denoted by f 2

ACloc([c, d];B), if f 2 AC([c0, d0];B) on any closed subinterval [c0, d0] ⇢ (c, d).

Sobolev spaces Wm,p((a, b);B) for m 2 N and p > 1 are defined as fol-

lows: W 1,p((a, b);B) is the set of all f 2 Lp((a, b);B) such that there exists a

g 2 Lp((a, b);B) and an x0 2 (a, b) such that

f(x) = f(x0) +

ˆ
x

x0

dt g(t) for a.e. x 2 (a, b). (2.8.4)

In this case g is the strong derivative of f , g = f 0. Similarly, Wm,p((a, b);B) is the set

of all f 2 Lp((a, b);B) so that the first m strong derivatives of f are in Lp((a, b);B).
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Finally, Wm,p

loc ((a, b);B) is the set of B-valued functions defined on (a, b) for which

the restrictions to any compact interval [↵, �] ⇢ (a, b) are in Wm,p((↵, �);B). In

particular, this applies to the case m = 0 and thus defines Lp

loc((a, b);B). If a is

finite we may allow [↵, �] to be a subset of [a, b) and denote the resulting space by

Wm,p

loc ([a, b);B) (and again this applies to the case m = 0).

Following a frequent practice (cf., e.g., the discussion in [7, Sect. III.1.2]), we

will call elements of W 1,1([c, d];B), [c, d] ⇢ (a, b) (resp., W 1,1
loc ((a, b); ;B)), strongly

absolutely continuous B-valued functions on [c, d] (resp., strongly locally absolutely

continuous B-valued functions on (a, b)), but caution the reader that unless B pos-

sesses the Radon–Nikodym (RN) property, this notion di↵ers from the classical def-

inition of B-valued absolutely continuous functions (we refer the interested reader

to [42, Sect. VII.6] for an extensive list of conditions equivalent to B having the RN

property). Here we just mention that reflexivity of B implies the RN property.

In the special case B = C, we omit B and just write Lp

(loc)((a, b)), as usual.

In the following we will typically employ the special case p = 2 and use a

complex, separable Hilbert spaceH for B, denoting the corresponding Sobolev spaces

by Hm((a, b);H). The inner product in L2((a, b);H), in obvious notation, then reads

(f, g)L2((a,b);H) =

ˆ
b

a

dx (f(x), g(x))H, f, g 2 L2((a, b);H). (2.8.5)

In other words, L2((a, b);H) can be identified with the constant fiber direct integral

of Hilbert spaces,

L2((a, b);H) '

ˆ
�

(a,b)

dxH. (2.8.6)

For applications of these concepts to Schrödinger operators with operator-

valued potentials we refer to [57]; applications to scattering theory for multidimen-

sional Schrödinger operators are studied in great detail in [88, Chs. IV, V]. The

latter reference motivated us to add the present section.
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Before stating the sequence of Birman inequalities in the H-valued context, we

recall a few basic properties of Bochner integrals which illustrate why all results in

Sections 2.2–2.7 in the special complex-valued case (i.e., H = C) carry over verbatim

to the vector-valued situation.

As representative examples we mention, for instance,

����
ˆ
(a,b)

dx f(x)

����
H

6
ˆ
(a,b)

dx kf(x)kH, f 2 L1((a, b);H), (2.8.7)

kfgkL1((a,b);H) 6 kfkL2((a,b);H)kgkL2((a,b)), f 2 L2((a, b);H), g 2 L2((a, b)),

with equality if and only if for some (0, 0) 6= (↵, �) 2 R2,

↵kf(x)k2
H
= �|g(x)|2 for a.e. x 2 (a, b), (2.8.8)

k(f(x), g(x))HkL1((a,b)) 6 kfkL2((a,b);H)kgkL2((a,b);H), f, g 2 L2((a, b);H),

with equality if and only if for some (0, 0) 6= (↵, �) 2 R2,

↵kf(x)k2
H
= �kg(x)k2

H
for a.e. x 2 (a, b), (2.8.9)ˆ

d

c

dx (f 0(x), g(x))H +

ˆ
d

c

dx (f(x), g0(x))H = (f(d), g(d))H � (f(c), g(c))H,

f, g 2 AC([a, b];H), (c, d) ✓ (a, b). (2.8.10)

Given these preliminaries we now introduce the spaces

Hm

L
([0,1);H) :=

�
f : [0,1) ! H

�� f (j)
2 ACloc([0,1);H); f (m)

2 L2((0,1);H);

f (j)(0) = 0, j = 0, 1, . . . ,m� 1
 
, m 2 N. (2.8.11)

As in the scalar context, the space Hm

L
([0,1);H) is a Hilbert space when endowed

with the inner product

(f, g)Hm
L ([0,1);H) :=

ˆ
1

0

dx
�
f (m)(x), g(m)(x)

�
H
, f, g 2 Hm

L
([0,1);H), (2.8.12)

and norm

kfkHm
L ([0,1);H) =

��f (m)
��
L2((0,1);H)

, f 2 Hm

L
([0,1);H). (2.8.13)
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Similarly, introducing

bHm

L
((0,1);H) :=

�
f : (0,1) ! H

�� f (j)
2 ACloc((0,1);H), j = 0, 1, . . . ,m� 1;

f (m), f/xm
2 L2((0,1);H)

 
, m 2 N, (2.8.14)

one proves as in the scalar context that

Hm

L
([0,1);H) = bHm

L
((0,1);H), m 2 N, (2.8.15)

and that C1

0 ((0,1);H) is dense in Hm

L
([0,1);H). For the latter assertion it su�ces

to replace (2.3.8) by

Tg0(') :=

ˆ
1

0

dx (g0(x),'(x))H, ' 2 C1

0 ((0,1);H). (2.8.16)

These facts are shown as in the scalar context upon introducing the a.e. non-

negative Lebesgue measurable weight function w : (a, b) ! R and ', : (a, b) ! C

Lebesgue measurable functions satisfying conditions (i)–(iii) in Theorem 2.2.1.

Define the linear operators A,B : L2((a, b);w;H) ! L2
loc
((a, b);w;H) by

(Af)(x) := '(x)

ˆ
b

x

dt (t)w(t)f(t), f 2 L2
loc
((a, b);w;H), (2.8.17)

and

(Bf)(x) :=  (x)

ˆ
x

a

dt'(t)w(t)f(t), f 2 L2
loc
((a, b);w;H), (2.8.18)

and the function K : (a, b) ! R by

K(x) :=

✓ˆ
x

a

dtw(t) |'(t)|2
◆1/2✓ˆ b

x

dtw(t) | (t)|2
◆1/2

. (2.8.19)

Then again A and B are bounded linear operators in L2((a, b);w;H) if and only if

K := sup
x2(a,b)

K(x) < 1. (2.8.20)

Moreover, if K < 1, then A and B are adjoints of each other in L2((a, b);w;H),

with

kAfkL2((a,b);w;H) = kBfkL2((a,b);w;H) 6 2KkfkL2((a,b);w;H),

f 2 L2((a, b);w;H).
(2.8.21)

48



Furthermore, the constant 2K in (2.2.7) is best possible; that is,

kAkB(L2((a,b);w;H)) = kBkB(L2((a,b);w;H)) = 2K. (2.8.22)

Also Theorem 2.3.2 extends to the present vector-valued situation in the fol-

lowing form: Let f 2 Hm

L
([0,1);H), then

f (m�j)/xj
2 L2((0,1);H), j = 0, 1, . . . ,m, (2.8.23)

lim
x"1

kf (j)(x)k2
H

x2m�2j�1
= 0, j = 0, 1, . . . ,m� 1, (2.8.24)

lim
x#0

kf (j)(x)k2
H

x2m�2j�1
= 0, j = 0, 1, . . . ,m� 1. (2.8.25)

With these preparations at hand, we can now formulate the vector-valued

extension of Birman’s sequence of Hardy–Rellich-type inequality:

Theorem 2.8.1. For 0 6= f 2 Hm

L
([0,1);H), one has

ˆ
1

0

dx
��f (m)(x)

��2
H
>

[(2m� 1)!!]2

22m

ˆ
1

0

dx
kf(x)k2

H

x2m
, m 2 N. (2.8.26)

For the proof of Theorem 2.8.1 one can now follow either of the two proofs

given in Section 2.4. Optimality of the constants is clear from the special case

H = C.

The special case m = 1, that is, the H-valued Hardy inequality (in fact, a

weighted version of the latter) appeared in [88, p. 4.50].

It remains to discuss the finite interval case (0, b), b 2 (0,1). We start by

introducing the set3 (with m 2 N),

Hm

LR
([0, b];H) :=

�
f : [0, b] ! H

�� f (m)
2 L2((0, b);H); f (j)

2 AC([0, b];H);

f (j)(0) = f (j)(b) = 0, j = 0, 1, . . . ,m� 1
 
,

(2.8.27)

3 Again, as noted at the beginning of Section 2.7, one could introduce analogous spaces with
the boundary conditions at x = 0 and/or x = b replaced by L

2-conditions for kf( · )kH/x
m and

kf( · )kH/(b� x)n, respectively, but refrain from doing so at this point.
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and the standard H-valued Sobolev spaces,

Hm((0, b);H) =
�
f : [0, b] ! H

�� f (j)
2 AC([0, b];H), j = 0, 1, . . . ,m� 1;

f (k)
2 L2((0, b);H), k = 0, 1, . . . ,m

 
,

(2.8.28)

Hm

0 ((0, b);H) =
�
f 2 Hm((0, b);H)

�� f (j)(0) = f (j)(b) = 0, j = 0, 1, . . . ,m� 1
 
.

(2.8.29)

Next, we derive an elementary version of an H-valued Friedrichs inequality as

follows: Suppose f 2 H1([0, b];H), then

f(x) =

ˆ
x

0

dt f 0(t), x 2 [0, b], f(0) = 0, (2.8.30)

implies

kf(x)kH 6
ˆ

x

0

dt kf 0(t)kH 6 x1/2

✓ˆ
x

0

dt kf 0(t)k2
H

◆1/2

6 b1/2kf 0
kL2((0,b);H),

(2.8.31)

and hence kf( · )kH 2 L2((0, b)). Thus, squaring and then integrating (2.8.31) with

respect to x from 0 to b yields

kfkL2((0,b);H) 6 bkf 0
kL2((0,b);H), f 2 H1([0, b];H). (2.8.32)

Consequently,

H1([0, b];H) = H1
0 ((0, b);H), (2.8.33)

and iterating this process finally yields

Hm

LR
([0, b];H) = Hm

0 ((0, b);H), m 2 N. (2.8.34)

Theorem 2.8.2. Let m 2 N, b 2 (0,1), and define Hm

LR
([0, b];H) and Hm

0 ((0, b);H)

as above. Then the following items (i)–(iii) hold:

(i) For each m 2 N,

Hm

LR
([0, b];H) = Hm

0 ((0, b);H) (2.8.35)
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as sets. In particular,

f 2 Hm

LR
([0, b];H) implies f (j)

2 L2((0, b);H), j = 0, 1, . . . ,m. (2.8.36)

In addition, the norms in Hm

LR
([0, b];H) (cf. (2.8.13)) and Hm

0 ((0, b);H) are equiva-

lent.

(ii) Recalling �(x) = min{x, |b� x|}, x 2 (0, b), one has

ˆ
b

0

dx
��f (m)(x)

��2
H
>

[(2m� 1)!!]2

22m

ˆ
b

0

dx
kf(x)k2

H

�(x)2m
, f 2 Hm

0 ((0, b);H)\{0}.

(2.8.37)

(iii) The constant [(2m� 1)!!]2/22m is sharp.

One can follow the special scalar case treated in the proof of Theorem 2.7.1

line by line.
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CHAPTER THREE

On Weighted Hardy-Type Inequalities

The content of this chapter relies on (but is not identical to) the paper pub-
lished as: C. Y. Chuah, F. Gesztesy, L. Littlejohn, T. Mei, I. Michael, and M. M.
H. Pang, On Weighted Hardy-Type Inequalities, Math. Ineq. & App. (to appear).

3.1 Introduction

To put the results derived in this paper into some perspective, we very briefly

recall some of the history of Hardy’s celebrated inequality. We will exclusively

focus on the continuous case even though Hardy originally started to investigate the

discrete case (i.e., sums instead of integrals).

Hardy’s inequality, in its primordial version, is of the form

ˆ
1

0

dx |f 0(x)|2 > 4�1

ˆ
1

0

dx x�2
|f(x)|2, f 2 C1

0 ((0,1)), (3.1.1)

with the constant 4�1 being optimal and the inequality being a strict one for f 6=

0. (This extends to all f 2 AC([0, R]) for all R > 0, f 0
2 L2((0,1); dx), with

f(0+) = 0, but we will not dwell on this improvement right now.) Hardy’s work on

his celebrated inequality started in 1915, [67], see also [68]– [70], and the historical

comments in [85, Chs. 1, 3, App.]. Soon afterwards, Hardy also proved a weighted

Hardy inequality (with power weights) of the form (cf. [66], [71, Sect. 9.8]),

ˆ
1

0

dx x↵|f 0(x)|p >
✓
|↵� p+ 1|

p

◆p ˆ 1

0

dx x↵�p
|f(x)|p,

p 2 [1,1), ↵ 2 R, f 2 C1

0 ((0,1)).

(3.1.2)

Again, the constant (|↵� p+1|/p)p is optimal and the inequality is strict for f 6= 0.

Equation (3.1.2) represents just the tip of an iceberg of weighted inequalities

of Hardy-type. More generally, modern treatments of this subject are devoted to
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weighted inequalities of the form
✓ˆ

b

a

dx v(x)|f 0(x)|p
◆1/p

> Cp,q

✓ˆ
b

a

dxw(x)|f(x)|q
◆1/q

, f 2 C1

0 ((a, b)), (3.1.3)

for appropriate a, b 2 R[{±1}, a < b, p, q 2 [1,1)[{1}, and appropriate weight

functions 0 6 v, w 2 L1
loc
((a, b); dx). Again, this extends to certain optimal spaces for

f , far beyond f 2 C1

0 ((a, b)). We refer to [85, Chs. 2–5], [87, Chs. 1,2], [101, Ch. 1],

and the extensive literature cited therein. In particular, we mention the following

integral versions of the two-weighted Hardy-type inequality (3.1.3) (the former is

sometimes referred to as the di↵erential version),
✓ˆ

b

a

dx v(x)|F (x)|p
◆1/p

> Cp,q

✓ˆ
b

a

dxw(x)

����
ˆ

x

a

dx0 F (x0)

����
q◆1/q

,

F 2 C1

0 ((a, b)),

(3.1.4)

and its companion (or “dual”) version
✓ˆ

b

a

dx v(x)|F (x)|p
◆1/p

> Cp,q

✓ˆ
b

a

dxw(x)

����
ˆ

b

x

dx0 F (x0)

����
q◆1/q

,

F 2 C1

0 ((a, b)).

(3.1.5)

We note that many authors make the additional assumption F > 0 in (3.1.4), (3.1.5).

Before describing the results obtained in this paper in some detail, we pause

for a moment to introduce our notation: We start by briefly summarizing essentials

on Bochner integrability and associated vector-valued Lp-spaces. Regarding details

of the Bochner integral we refer, for instance, to [9, p. 6–21], [26, Ch. 1], [42, p.

44–50], [76, p. 71–86], [88, Sect. 4.2], [93, Ch. III], [119, Sect. V.5]. In particular,

if p > 1, (a, b) ✓ R is a finite or infinite interval, 0 6 w 2 L1
loc
((a, b); dx) is a

weight function, and B a Banach space, the symbol Lp((a, b);wdx;B) denotes the

set of equivalence classes of strongly measurable B-valued functions which di↵er at

most on sets of Lebesgue measure zero, such that kf( · )kp
B
2 L1((a, b);wdx). The

corresponding norm in Lp((a, b);wdx;B) is given by

kfkLp((a,b);wdx;B) =

✓ˆ
(a,b)

w(x)dx kf(x)kp
B

◆1/p

(3.1.6)
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and Lp((a, b);wdx;B) is a Banach space. If H is a separable Hilbert space, then so

is L2((a, b);wdx;H) (see, e.g., [18, Subsects. 3.3.1, 3.3.2], [20, Sect. 7.1]).

One recalls that by a result of Pettis [103], if B is separable, weak measurability

of B-valued functions implies their strong measurability.

A map f : [c, d] ! B (with [c, d] ⇢ (a, b)) is called absolutely continuous on

[c, d], denoted by f 2 AC([c, d];B), if

f(x) = f(x0) +

ˆ
x

x0

dt g(t), x0, x 2 [c, d], (3.1.7)

for some g 2 L1((c, d); dx;B). In particular, f is then strongly di↵erentiable a.e. on

(c, d) and

f 0(x) = g(x) for a.e. x 2 (c, d). (3.1.8)

Similarly, f : [c, d] ! B is called locally absolutely continuous, denoted by f 2

ACloc([c, d];B), if f 2 AC([c0, d0];B) on any closed subinterval [c0, d0] ⇢ (c, d).

In the special case B = C, we omit C and just write Lp((a, b);wdx), respec-

tively, Lp

loc
((a, b);wdx), as usual.

For p 2 [1,1), its Hölder conjugate index p0 is given in a standard manner by

p0 = p/(p� 1) 2 (1,1) [ {1}.

If H represents a complex, separable Hilbert space, then B(H) denotes the

Banach space (the C⇤-algebra) of bounded, linear operators defined on all of H, and

Bp(H) denote the `p-based Schatten–von Neumann trace ideals, p 2 [1,1), with

trH(T ) abbreviating the trace of a trace class operator T 2 B1(H).

Finally, we are in a position to briefly describe the principal result of our

paper in Section 3.2. Assume that �1 6 a < b 6 1, p 2 [1,1), and suppose

that 0 6 w1 2 ACloc((a, b)), 0 6 [�w0

1] a.e. on (a, b), 0 6 w2 2 L1
loc
((a, b); dx), and

[�w0

1]
1�pwp

2 2 L1
loc
((a, b); dx). If F 2 C0((a, b);B), then we prove thatˆ
b

a

dxw1(x)
p[�w0

1(x)]
1�pw2(x)

p
kF (x)kp

B

> p�p

ˆ
b

a

dx [�w0

1(x)]

✓ˆ
x

a

dx0 w2(x
0)kF (x0)kB

◆p

.

(3.1.9)
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Moreover, we prove the companion result with
´
x

a
dx0 . . . replaced by

´
b

x
dx0 . . . . As

an important special case of (3.1.9) one recovers the classical form of the power

weighted Hardy inequalityˆ
b

0

dx x↵ kF (x)kp
B
>
✓
|↵ + 1� p|

p

◆p ˆ b

0

dx x↵�p

✓ˆ
x

0

dx0
kF (x0)kB

◆p

,

0 < b 6 1, p 2 [1,1), ↵ < p� 1.

(3.1.10)

As alluded to earlier, the constant [(|↵�p+1|)/p]p on the right-hand side of (3.1.10)

is best possible, and equality holds if and only if F = 0 a.e. on (0, b). After de-

scribing appropriate iterations of (3.1.10) (again, including the companion results

with
´
x

a
dx0 . . . replaced by

´
b

x
dx0 . . . ), we also recover as a special case the en-

tire infinite sequence of the power weighted Birman–Hardy–Rellich-type inequalities

(cf. [19, p. 48], [53], [60, pp. 83–84]) at the end of Section 3.2, namely,

ˆ
b

0

dx x↵|f (m)(x)|p >
kY

j=1

✓
|↵� jp+ 1|

p

◆p ˆ b

0

dx x↵�kp
|f (m�k)(x)|p,

0 < b 6 1, p 2 [1,1), 1 6 k 6 m, m 2 N, ↵ 2 R, f 2 C1

0 ((0, b)).

(3.1.11)

Replacing the restrictive hypothesis F 2 C0((a, b);B) by the finiteness con-

dition of the left-hand side in (3.1.9), and a detailed discussion of best possible

constants in these inequalities are the principal subjects of Section 3.3.

Finally, in Section 3.4 we consider extensions of (3.1.10) and of the infinite

sequence of Birman–Hardy–Rellich-type inequalities to the operator-valued context,

extending some results of Hansen [64]. More specifically, assuming F : (0, b) ! B(H)

is a weakly measurable map satisfying kF ( · )kBp(H) 2 Lp((0, b); x↵dx), we derive the

inequality

trH

✓ˆ
b

0

dx x↵ |F (x)|p
◆

>
✓
|↵� p+ 1|

p

◆p

trH

✓ˆ
b

0

dx x↵�p

����
ˆ

x

0

dx0 F (x0)

����
p◆

,

0 < b 6 1, p 2 [1,1), ↵ < p� 1. (3.1.12)

Again, the constant [(|↵ � p + 1|)/p]p on the right-hand side of (3.1.12) is best

possible, and equality holds if and only if F = 0 a.e. on (0, b).
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Moreover, for p 2 [1, 2], we remove the trace in inequality (3.1.12) as follows:

Suppose that F : (0,1) ! B(H) is a weakly measurable map satisfying F ( · ) >

0 a.e. on (0,1), and
´

1

0 dx x↵F (x)p 2 B(H), then we derive the operator-valued

inequality

ˆ
1

0

dx x↵ F (x)p >
✓
|↵� p+ 1|

p

◆p ˆ 1

0

dx x↵�p

✓ˆ
x

0

dx0 F (x0)

◆p

,

p 2 [1, 2], ↵ < p� 1.

(3.1.13)

Once again, the constant [(|↵� p+1|)/p]p on the right-hand sides of (3.1.13) is best

possible, and equality holds if and only if F = 0 a.e. on (0,1). We also derive the

corresponding companion results with
´

x

a
dx0 . . . replaced by

´
b

x
dx0 . . . .

We emphasize that (3.1.12) and (3.1.13) with ↵ = 0 (and hence p > 1) were

proved by Hansen in [64].

3.2 Weighted Hardy-Type Inequalities Employing an Ad Hoc Approach

In this section we derive weighted Hardy inequalities employing an elementary

ad hoc approach.

We begin by deriving a weighted Hardy inequality for B-valued functions and

hence make the following assumptions.

Hypothesis 3.2.1. Let �1 6 a < b 6 1, p 2 [1,1), and 0 6 w2 2 L1
loc
((a, b); dx).

(i) Suppose that 0 6 w1 2 ACloc((a, b)), 0 6 [�w0

1] a.e. on (a, b), [�w0

1]
1�pwp

2 2

L1
loc
((a, b); dx).

(ii) Suppose that 0 6 w1 2 ACloc((a, b)), 0 6 w0

1 a.e. on (a, b), [w0

1]
1�pwp

2 2

L1
loc
((a, b); dx).

The principal result of this section then reads as follows:

Theorem 3.2.2. Let p 2 [1,1), and suppose that F 2 C0((a, b);B).
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(i) Assume Hypothesis 3.2.1 (i), then

ˆ
b

a

dxw1(x)
p[�w0

1(x)]
1�pw2(x)

p
kF (x)kp

B

> p�p

ˆ
b

a

dx [�w0

1(x)]

✓ˆ
x

a

dx0 w2(x
0)kF (x0)kB

◆p

.

(3.2.1)

(ii) Assume Hypothesis 3.2.1 (ii), then

ˆ
b

a

dxw1(x)
p[w0

1(x)]
1�pw2(x)

p
kF (x)kp

B

> p�p

ˆ
b

a

dxw0

1(x)

✓ˆ
b

x

dx0 w2(x
0)kF (x0)kB

◆p

.

(3.2.2)

Proof. It su�ces to prove (3.2.1) and then hint at the analogous proof of (3.2.2).

Since

d

dx

✓
w1(x)

✓ˆ
x

a

dx0 w2(x
0)kF (x0)kB

◆p◆
= w0

1(x)

✓ˆ
x

a

dx0 w2(x
0)kF (x0)kB

◆p

+ pw1(x)

✓ˆ
x

a

dx0 w2(x
0)kF (x0)kB

◆p�1

w2(x)kF (x)kB, (3.2.3)

one obtains

ˆ
b

a

dx
d

dx

✓
w1(x)

✓ˆ
x

a

dx0 w2(x
0)kF (x0)kB

◆p◆

= w1(x)

✓ˆ
x

a

dx0 w2(x
0)kF (x0)kB

◆p
����
b

x=a

= w1(b)

✓ˆ
b

a

dx0 w2(x
0)kF (x0)kB

◆p

=

ˆ
b

a

dxw0

1(x)

✓ˆ
x

a

dx0 w2(x
0)kF (x0)kB

◆p

+ p

ˆ
b

a

dxw1(x)

✓ˆ
x

a

dx0w2(x
0)kF (x0)kB

◆p�1

w2(x)kF (x)kB. (3.2.4)

Here we used that by hypothesis, 0 6 w1 is monotonically decreasing, and that

the right-hand side of (3.2.4) exists employing F 2 C0((a, b);B). Thus, with p�1 +

[p0]�1 = 1, an application of Hölder’s inequality yields

w1(b)

✓ˆ
b

a

dx0 w2(x
0)kF (x0)kB

◆p

+

ˆ
b

a

dx [�w0

1(x)]

✓ˆ
x

a

dx0 w2(x
0)kF (x0)kB

◆p
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= p

ˆ
b

a

dxw1(x)

✓ˆ
x

a

dx0 w2(x
0)kF (x0)kB

◆p�1

w2(x)kF (x)||B

6 p

 ˆ
b

a

dx [�w0

1(x)]

✓ˆ
x

a

dx0 w2(x
0)kF (x0)kB

◆p�1/p0

⇥

 ˆ
b

a

dxw1(x)
p[�w0

1(x)]
1�pw2(x)

p
kF (x)kp

B

�1/p
. (3.2.5)

In particular,
ˆ

b

a

dx [�w0

1(x)]

✓ˆ
x

a

dx0 w2(x
0)kF (x0)kB

◆p

6 p

 ˆ
b

a

dx [�w0

1(x)]

✓ˆ
x

a

dx0 w2(x
0)kF (x0)k

◆p�1/p0

⇥

 ˆ
b

a

dxw1(x)
p[�w0

1(x)]
1�pw2(x)

p
kF (x)kp

B

�1/p
, (3.2.6)

and hence
 ˆ

b

a

dx [�w0

1(x)]

✓ˆ
x

a

dx0 w2(x
0)kF (x0)kB

◆p�1/p

6 p

 ˆ
b

a

dxw1(x)
p[�w0

1(x)]
1�pw2(x)

p
kF (x)kp

B

�1/p
,

(3.2.7)

completing the proof of item (i).

For the proof of item (ii) one notes the identity

d

dx

✓
w1(x)

✓ˆ
b

x

dx0 w2(x
0)kF (x0)kB

◆p◆
= w0

1(x)

✓ˆ
b

x

dx0 w2(x
0)kF (x0)kB

◆p

� pw1(x)

✓ˆ
b

x

dx0 w2(x
0)kF (x0)kB

◆p�1

w2(x)kF (x)kB, (3.2.8)

and then obtains upon integrating (3.2.8) with respect to x from a to b,

w1(a)

✓ˆ
b

a

dx0 w2(x
0)kF (x0)kB

◆p

+

ˆ
b

a

dxw0

1(x)

✓ˆ
b

x

dx0 w2(x
0)kF (x0)kB

◆p

= p

ˆ
b

a

dxw1(x)w2(x)

✓ˆ
b

x

dx0 w2(x
0)kF (x0)kB

◆p�1

kF (x)kB. (3.2.9)

In particular,
ˆ

b

a

dxw0

1(x)

✓ˆ
b

x

dx0 w2(x
0)kF (x0)kB

◆p

6 p

ˆ
b

a

dxw1(x)w2(x)

✓ˆ
b

x

dx0 w2(x
0)kF (x0)kB

◆p�1

kF (x)kB,

(3.2.10)
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and now one can repeat the Hölder inequality argument as in item (i). (Alternatively,

if b < 1, one can also prove item (ii) by the change of variable x 7! a+(b�x), i.e.,

by reflecting the interval (a, b) at its midpoint).

We illustrate our general result with the following well-known special case, the

power-weighted Hardy inequality. For pertinent references on inequalities (3.2.11),

(3.2.12) below, we recall, for instance, [11, Theorem 1.2.1], [66], [71, p. 245–246], [85,

p. 23, 43], [87, p. 9–11], [101, Lemma 1.3], and the references therein.

Example 3.2.3. Let p 2 [1,1), a = 0, b 2 (0,1)[{1}, w2(x) = 1, and suppose that

the map F : (0, b) ! B is weakly measurable satisfying kF ( · )kB 2 Lp((0, b); x↵dx).

(i) If w1(x) = |↵� p+1|�1x�|↵�p+1|, ↵ < p� 1, then (3.2.1) reduces to the classical

form

ˆ
b

0

dx x↵ kF (x)kp
B
>
✓
|↵� p+ 1|

p

◆p ˆ b

0

dx x↵�p

✓ˆ
x

0

dx0
kF (x0)kB

◆p

. (3.2.11)

(ii) If w1(x) = [|↵� p+1|]�1x|↵�p+1|, ↵ > p� 1, then (3.2.2) reduces to the comple-

mentary classical form

ˆ
b

0

dx x↵ kF (x)kp
B
>
✓
|↵� p+ 1|

p

◆p ˆ b

0

dx x↵�p

✓ˆ
b

x

dx0
kF (x0)kB

◆p

. (3.2.12)

In both cases (i) and (ii), the constant [(|↵� p+1|)/p]p is best possible and equality

holds if and only if F = 0 a.e. on (0, b).

The case F 2 C0((0, b);B) in Example 3.2.3 is a corollary of Theorem 3.2.2

and optimality of the constants on the right-hand sides of (3.2.11), (3.2.12), and the

fact that equality is only attained in the trivial case F = 0 a.e. on (0, b), is a classical

result (see, e.g., [11, Theorem 1.2.1]). The extension of Example 3.2.3 to the case

F 2 Lp((0, b); x↵dx;B), p 2 [1,1), follows along the lines in [101, Theorem 1.14,

Sects. 1.3, 1.5]. We will briefly return to this issue after Theorem 3.3.4
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Iterating the weighted Hardy inequality yields the sequence of vector-valued

Birman inequalities as follows. Consider the iterated Hardy-type operators,

(H�,1F )(x) =

ˆ
x

a

dt1 F (t1),

(H�,mF )(x) = H�,1

✓ˆ .
a

dt2 · · ·

ˆ
tm�1

a

dtm F (tm)

◆
(x)

=

ˆ
x

a

dt1

ˆ
t1

a

dt2 · · ·

ˆ
tm�1

a

dtm F (tm)

= [(m� 1)!]�1

ˆ
x

a

dt (x� t)m�1F (t), m 2 N, m > 2, (3.2.13)

F 2 Lp((a, c); dx) for all c 2 (a, b),

(H+,1F )(x) =

ˆ
b

x

dt1 F (t1),

(H+,mF )(x) = H+,1

✓ˆ
b

.
dt2 · · ·

ˆ
b

tm�1

dtm F (tm)

◆
(x)

=

ˆ
b

x

dt1

ˆ
b

t1

dt2 · · ·

ˆ
b

tm�1

dtm F (tm)

= [(m� 1)!]�1

ˆ
b

x

dt (x� t)m�1F (t), m 2 N, m > 2, (3.2.14)

F 2 Lp((c, b); dx) for all c 2 (a, b).

Applying (3.2.11) and (3.2.12) iteratively in the form (with a = 0)
ˆ

b

0

dx x↵�p[(H⌥,1(Gm( · ))(x)]
p

6
✓

p

|↵� p+ 1|

◆p ˆ b

0

dx x↵Gm(x)
p, p 2 [1,1), ↵ 7 p� 1,

(3.2.15)

for appropriate 0 6 Gm 2 Lp((0, b); x↵dx), p 2 [1,1), then yields for F : (0,1) ! B

a weakly measurable map satisfying kF ( · )kB 2 Lp((0, b); x↵dx)
ˆ

b

0

dx x↵kF (x)kp
B

>
mY

k=1

✓
|↵� kp+ 1|

p

◆p ˆ b

0

dx x↵�mp[(H⌥,mkF ( · )kB)(x)]
p, (3.2.16)

0 < b 6 1, p 2 [1,1), ↵ 7

8
>><

>>:

p� 1,

mp� 1,

m 2 N.
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It is well-known that the constants in (3.2.11), (3.2.12) and (3.2.16) are all optimal

and that, in fact, these inequalities are all strict unless F = 0 on (0, b).

Turning to the di↵erential form of the iterated (integral) Hardy inequalities

(3.2.16), and adding appropriate boundary conditions for F at both endpoints a, b,

permits one to avoid the gap (p� 1,mp� 1) for ↵ in (3.2.16) as follows: Assuming

F 2 C1

0 ((a, b);B) for simplicity, and introducing

ef(x) =
ˆ

x

0

dx0
kF (x0)kB, x 2 (0, b), ef (m)(a) = 0, m 2 N,

eg(x) =
ˆ

b

x

dx0
kF (x0)kB, x 2 (0, b), eg(n)(b) = 0, m 2 N,

(3.2.17)

inequalities (3.2.11) and (3.2.12) become

ˆ
b

0

dx x↵
⇥ ef 0(x)

⇤p >
✓
|↵� p+ 1|

p

◆p ˆ b

0

dx x↵�p ef(x)p, ↵ < p� 1, (3.2.18)

ˆ
b

0

dx x↵
⇥
� eg0(x)

⇤p >
✓
|↵� p+ 1|

p

◆p ˆ b

0

dx x↵�peg(x)p, ↵ > p� 1. (3.2.19)

As a special case one obtains

ˆ
b

0

dx x↵|f 0(x)|p >
✓
|↵� p+ 1|

p

◆p ˆ b

0

dx x↵�p
|f(x)|p,

0 < b 6 1, p 2 [1,1), ↵ 2 R, f 2 C1

0 ((0, b)).

(3.2.20)

Iterating (3.2.20) yields the well-known result

ˆ
b

0

dx x↵|f (m)(x)|p >
kY

j=1

✓
|↵� jp+ 1|

p

◆p ˆ b

0

dx x↵�kp
|f (m�k)(x)|p,

0 < b 6 1, p 2 [1,1), 1 6 k 6 m, m 2 N, ↵ 2 R, f 2 C1

0 ((0, b)).

(3.2.21)

For additional results on higher-order (overdetermined) Hardy-type inequali-

ties see also [87, Ch. 4], [97], [98], [99].

3.3 More on Weighted Hardy-Type Inequalities

To remove the assumption F 2 C0((0, b);B) in Theorem 3.2.2 and to take a

closer look at the issue of best possible constants in the inequality, we next recall (a
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generalization of) a celebrated 1969 result due to Talenti [113], Tomaselli [116], and

shortly afterwards by Chisholm and Everitt [27] and Muckenhoupt [95], followed by

Chisholm, Everitt, and Littlejohn [28]. For exhaustive textbook presentations we

refer, for instance, to [11, Sect. 1.2], [32, Sect. 5.3], [44, Sect. 2.2], [71, Sects. 9.8,

9.9], [85, Chs. 3, 4], [87, Chs. 1, 3, 4], [101, Sects. 1.1–1.3, 1.5, 1.6, 1.10].

In addition to H⌥,1 in (3.2.13), (3.2.14), we now also introduce the generalized

(weighted) Hardy operators as follows.

Hypothesis 3.3.1. Let �1 6 a < b 6 1 and p 2 [1,1).

(i) Assume that v and w are weight functions satisfying v, w measurable on (a, b),

v > 0, w > 0 a.e. on (a, b).

(ii) Suppose that �⌥, ⌥ satisfy for all c 2 (a, b),

0 < �⌥ a.e. on (a, b), 0 <  ⌥ a.e. on (a, b),

�� 2 Lp((c, b); vdx),  � 2 Lp
0�
(a, c);w�p

0
/pdx

�
, (3.3.1)

�+ 2 Lp((a, c); vdx),  + 2 Lp
0�
(c, b);w�p

0
/pdx

�
.

Given Hypothesis 3.3.1 we introduce

(H�,��, �F )(x) = ��(x)

ˆ
x

a

dx0  �(x
0)F (x0), x 2 (a, b), (3.3.2)

F 2 Lp((a, c);wdx) for all c 2 (a, b),

(H+,�+, +F )(x) = �+(x)

ˆ
b

x

dx0  +(x
0)F (x0), x 2 (a, b), (3.3.3)

F 2 Lp((c, b);wdx) for all c 2 (a, b).

In particular, H⌥,1,1 = H⌥,1.

The following result, Theorem 3.3.2, is well-known and a special case of more

general situations recorded in the literature. For instance, we refer to [22], [61], [85,

p. 38–40], [87, Theorem 2.3] (after specializing to the case '1 =  1 = 1), and [101,

Theorem 1.14, Lemma 5.4 in Ch. 1] (choosing q = p in their results).
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Theorem 3.3.2. Assume Hypothesis 3.3.1 (i).

(i) There exists a constant C� 2 (0,1) such that

C�

✓ˆ
b

a

dxw(x)F (x)p
◆1/p

>
✓ˆ

b

a

dx v(x)[(H�,1F )(x)]p
◆1/p

, (3.3.4)

for all F measurable on (a, b) and F > 0 a.e. on (a, b), if and only if

A� := sup
c2(a,b)

✓ˆ
b

c

dx v(x)

◆1/p✓ˆ c

a

dxw(x)�p
0
/p

◆1/p0

< 1. (3.3.5)

(If p = 1 and hence p0 = 1, the second factor in the right-hand side of (3.3.5) is

interpreted as k1/wkL1((a,c);dx).) Moreover, the smallest constant C0,� 2 (0,1) in

(3.3.4) satisfies

A� 6 C0,� 6 p1/p(p0)1/p
0
A�, p 2 (1,1),

C0,� = A�, p = 1.
(3.3.6)

(ii) There exists a constant C+ 2 (0,1) such that

C+

✓ˆ
b

a

dxw(x)F (x)p
◆1/p

>
✓ˆ

b

a

dx v(x)[(H+,1F )(x)]p
◆1/p

, (3.3.7)

for all F measurable on (a, b) and F > 0 a.e. on (a, b), if and only if

A+ := sup
c2(a,b)

✓ˆ
c

a

dx v(x)

◆1/p✓ˆ b

c

dxw(x)�p
0
/p

◆1/p0

< 1. (3.3.8)

(If p = 1 and hence p0 = 1, the second factor in the right-hand side of (3.3.8) is

interpreted as k1/wkL1((c,b);dx).) Moreover, the smallest constant C0,+ 2 (0,1) in

(3.3.7) satisfies

A+ 6 C0,+ 6 p1/p(p0)1/p
0
A+, p 2 (1,1),

C0,+ = A+ p = 1.
(3.3.9)

We emphasize that items (i) and (ii) in Theorem 3.3.2 do not exclude the

trivial case where the left-hand sides of (3.3.4) and (3.3.7) are infinite.

We also note that Theorem 3.3.2 naturally extends to p = 1, but as we will

not use this in this note we omit further details (cf. [101, Sect. 1.5]). Moreover,
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[101, Sects. 1.3, 1.5] actually discuss the more general case with p replaced by q 2

[1,1) [ {1} on the right-hand sides of (3.3.5), (3.3.8).

To extend the considerations in Theorem 3.3.2 to the case where H⌥,1 is re-

placed by the weighted Hardy operator H⌥,�⌥, ⌥ one recalls the following elementary

fact, still assuming F > 0 a.e. on (a, b).

kH�,��, �FkLp((a,b);vdx) = kH�,1( �F )kLp((a,b);v�p�dx)

=

✓ˆ
b

a

dx v(x)��(x)
p

����
ˆ

x

a

dx0  �(x
0)F (x0)

����
p◆1/p

6 eC�

✓ˆ
b

a

dxw(x) �(x)
�p[ �(x)F (x)]p

◆1/p

= eC�kFkLp((a,b);wdx)

= eC�k �Fk
Lp((a,b);w �p

� dx), (3.3.10)

as well as

kH+,�+, +FkLp((a,b);vdx) = kH+,1( +F )kLp((a,b);v�p+dx)

=

✓ˆ
b

a

dx v(x)�+(x)
p

����
ˆ

b

x

dx0  +(x
0)F (x0)

����
p◆1/p

6 eC+

✓ˆ
b

a

dxw(x) +(x)
�p[ +(x)F (x)]p

◆1/p

= eC+kFkLp((a,b);wdx)

= eC+k +Fk
Lp((a,b);w �p

+ dx), (3.3.11)

are equivalent to

��H�,1
eF�

��
Lp((a,b);v�p�dx)

6 eC�

�� eF�

��
Lp((a,b);w �p

� dx)
, (3.3.12)

��H+,1
eF+

��
Lp((a,b);v�p+dx)

6 eC�

�� eF+

��
Lp((a,b);w �p

+ dx)
, (3.3.13)

upon identifying eF⌥ =  ⌥F > 0 and replacing the original weights v and w by

ev = v�p

⌥ and ew = w �p

⌥ , respectively.

Thus, one obtains the following consequence of Theorem 3.3.2, (3.3.10)–(3.3.13)

(see also [87, Theorem 2.3]):
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Corollary 3.3.3. Assume Hypothesis 3.3.1.

(i) There exists a constant eC� 2 (0,1) such that

� eC�

�p
ˆ

b

a

dxw(x)G(x)p >
ˆ

b

a

dx v(x)[(H�,��, �G)(x)]p, (3.3.14)

for all G measurable on (a, b) and G > 0 a.e. on (a, b), if and only if

eA� := sup
c2(a,b)

✓ˆ
b

c

dx v(x)��(x)
p

◆1/p✓ˆ c

a

dxw(x)�p
0
/p �(x)

p
0
◆1/p0

< 1. (3.3.15)

(If p = 1 and hence p0 = 1, the second factor in the right-hand side of (3.3.15) is

interpreted as k �/wkL1((a,c);dx).) Moreover, the smallest constant eC0,� 2 (0,1) in

(3.3.14) satisfies

eA� 6 eC0,� 6 p1/p(p0)1/p
0 eA�, p 2 (1,1),

eC0,� = eA�, p = 1.
(3.3.16)

(ii) There exists a constant eC+ 2 (0,1) such that

� eC+

�p
ˆ

b

a

dxw(x)G(x)p >
ˆ

b

a

dx v(x)[(H+,�+, +G)(x)]p, (3.3.17)

for all measurable G on (a, b) and G > 0 a.e. on (a, b), if and only if

eA+ := sup
c2(a,b)

✓ˆ
c

a

dx v(x)�+(x)
p

◆1/p✓ˆ b

c

dxw(x)�p
0
/p +(x)

p
0
◆1/p0

< 1. (3.3.18)

(If p = 1 and hence p0 = 1, the second factor in the right-hand side of (3.3.18) is

interpreted as k +/wkL1((c,b);dx).) Moreover, the smallest constant eC0,+ 2 (0,1) in

(3.3.17) satisfies

eA+ 6 eC0,+ 6 p1/p(p0)1/p
0 eA+, p 2 (1,1),

eC0,+ = eA+, p = 1.
(3.3.19)

An application of Corollary 3.3.3 then permits one to remove the hypothesis

F 2 C0((0, b);B) in Theorem 3.2.2, Example 3.2.3, and (3.2.16) as follows.
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Theorem 3.3.4. Let p 2 [1,1).

(i) In addition to Hypothesis 3.2.1 (i), assume that wj > 0 a.e. on (a, b), j = 1, 2,

and that

F 2 Lp
�
(a, b);wp

1[�w0

1]
1�pwp

2 dx;B
�
. (3.3.20)

Then
ˆ

b

a

dxw1(x)
p[�w0

1(x)]
1�pw2(x)

p
kF (x)kp

B

> p�p

ˆ
b

a

dx [�w0

1(x)]

✓ˆ
x

a

dx0 w2(x
0)kF (x0)kB

◆p

.

(3.3.21)

(ii) In addition to Hypothesis 3.2.1 (ii), assume that wj > 0 a.e. on (a, b), j = 1, 2,

and that

F 2 Lp
�
(a, b);wp

1[w
0

1]
1�pwp

2 dx;B
�
. (3.3.22)

Then
ˆ

b

a

dxw1(x)
p[w0

1(x)]
1�pw2(x)

p
kF (x)kp

B

> p�p

ˆ
b

a

dxw0

1(x)

✓ˆ
b

x

dx0 w2(x
0)kF (x0)kB

◆p

.

(3.3.23)

Proof. It su�ces to consider item (i) as item (ii) is proved analogously. Identifying

G( · ) = kF ( · )kB, w = wp

1[�w0

1]
1�pwp

2, v = [�w0

1], �� = 1,  � = w2,

(3.3.24)

in Corollary 3.3.3 (i), the estimate (3.3.14) proves boundedness of the weighted

Hardy operator

H�,1,w2 2 B
�
Lp
�
(a, b);wp

1[�w0

1]
1�pwp

2 dx
�
, Lp
�
(a, b); [�w0

1] dx
��
. (3.3.25)

if and only if

eA� = sup
c2(a,b)

"✓ˆ
b

c

dx [�w0

1(x)]

◆1/p

⇥

✓ˆ
c

a

dx
�
w1(x)

p
⇥
� w0

1(x)]
1�pw2(x)

p
 �p

0
/p

w2(x)
p
0
◆1/p0

#
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= sup
c2(a,b)

"✓ˆ
b

c

dx [�w0

1(x)]

◆1/p✓ˆ c

a

dxw1(x)
�p

0
[�w0

1(x)]

◆1/p0
#
< 1, (3.3.26)

employing �p0/p = 1� p0, �(1� p)p0/p = 1, temporarily assuming p 2 (1,1). The

constant eA� is easily estimated and one obtains

eA� = sup
c2(a,b)

"
[w1(c)� w1(b)]

1/p


w1(c)1�p

0
� w1(a)1�p

0

p0 � 1

�1/p0#

6 (p0 � 1)�1/p0 sup
c2(a,b)

⇥
w1(c)

(1/p)+[(1�p
0)/p0]

⇤

= (p0 � 1)�1/p0 = (p/p0)1/p
0
< 1, p 2 (1,1). (3.3.27)

Thus, eC� 2 (0,1) as in (3.3.14) exists, implying (3.3.25). Given the estimate

(3.3.27), The smallest constant eC0,� as in (3.3.14), (3.3.16) satisfies

eC0,� 6 p1/p(p0)1/p
0 eA� 6 p1/p(p0)1/p

0
(p/p0)1/p

0
= p, (3.3.28)

proving the estimate (3.3.21).

In the case p = 1, p0 = 1, the analog of (3.3.26) becomes

eA� = sup
c2(a,b)

✓ˆ
b

c

dx [�w0

1(x)]

◆
k1/w1kL1((a,c);dx)

�

= sup
c2(a,b)

h
[w1(c)� w1(b)]k1/w1kL1((a,c);dx)

i

= sup
c2(a,b)

⇥
[w1(c)� w1(b)]w1(c)

�1
⇤

= sup
c2(a,b)

⇥
1� [w1(b)/w1(c)]

⇤

=
⇥
1� [w1(b)/w1(a)]

⇤
6 1, p = 1, (3.3.29)

and hence the fact eC0,� = eA�, according to (3.3.15), also yields (3.3.21) for p = 1.

In particular, we now removed the hypothesis F 2 C0((0, b);B) in Theorem

3.2.2 and replaced it by (3.3.20), (3.3.22). Consequently, this illustrates that Exam-

ple 3.2.3 and (3.2.16) now extend from F 2 C0((0, b);B) to F 2 Lp((a, b); x↵dx;B).
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Due to the fundamental importance of the constants eA⌥ in connection with

smallest constants eC0,⌥ in Hardy-type inequalities (as detailed in (3.3.16), (3.3.19)),

we now take a second look at them.

Lemma 3.3.5. Let p 2 [1,1).

(i) Assume Hypothesis 3.2.1 (i), then

eA� =

8
>>><

>>>:

(p/p0)1/p
0
h
1�

⇥
w1(b)1/p/w1(a)1/p

⇤i
, p 2 (1,1),

⇥
1� [w1(b)/w1(a)]

⇤
, p = 1.

(3.3.30)

In particular, if w1(b) = 0, or 1/w1(a) = 0, then

eA� =

8
>><

>>:

(p/p0)1/p
0
, p 2 (1,1),

1, p = 1.

(3.3.31)

(ii) Assume Hypothesis 3.2.1 (ii), then

eA+ =

8
>>><

>>>:

(p/p0)1/p
0
h
1�

⇥
w1(a)1/p/w1(b)1/p

⇤i
, p 2 (1,1),

⇥
1� [w1(a)/w1(b)]

⇤
, p = 1.

(3.3.32)

In particular, if w1(a) = 0, or 1/w1(b) = 0, then

eA+ =

8
>><

>>:

(p/p0)1/p
0
, p 2 (1,1),

1, p = 1.

(3.3.33)

Proof. Again, we prove item (i) only. Starting with the case p 2 (1,1), we first

prove (3.3.31) directly (even though that is not necessary). Suppose that w1(b) = 0,

then

eA� = sup
c2(a,b)

w1(c)
p
0
/(pp0)

"
w1(c)1�p

0
� w1(a)1�p

0

p0 � 1

#1/p0

= (p0 � 1)�1/p0 sup
c2(a,b)

"
1�

w1(c)p
0
�1

w1(a)p
0�1

#1/p0
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= (p0 � 1)�1/p0 = (p/p0)1/p
0
, (3.3.34)

as the supremum is attained for c = b. Similarly, if 1/w1(a) = 0, then

eA� = sup
c2(a,b)

[w1(c)� w1(b)]
1/p

"
w1(c)1�p

0

p0 � 1

#1/p0

= (p0 � 1)�1/p0 sup
c2(a,b)


1�

w1(b)

w1(c)

�1/p

= (p0 � 1)�1/p0 = (p/p0)1/p
0
, (3.3.35)

as the supremum is attained for c = a. To deal with the general case (3.3.30) (which

of course, directly yields (3.3.34), (3.3.35)) one can proceed as follows.

eA� = sup
c2(a,b)

(
[w1(c)� w1(b)]

1/p

"
w1(c)1�p

0
� w1(a)1�p

0

p0 � 1

#1/p0)

= (p0 � 1)�1/p0 sup
c2(a,b)

(
1�

w1(b)

w1(c)

�1/p
1�

w1(c)p
0
�1

w1(a)p
0�1

�1/p0)
. (3.3.36)

To maximize the right-hand side of (3.3.36), we introduce the absolutely continuous

function

⌘(c) :=


1�

w1(b)

w1(c)

�1/p
1�

w1(c)p
0
�1

w1(a)p
0�1

�1/p0
, c 2 (a, b), (3.3.37)

and note that ⌘0(c) = 0 is equivalent to

w1(c) = w1(a)
1/pw1(b)

1/p0 . (3.3.38)

Relation (3.3.38) yields a maximum of ⌘ on (a, b) (c 2 {a, b} being excluded as a

maximum since ⌘(a) = ⌘(b) = 0 if p 2 (1,1)) and insertion of (3.3.38) into the

right-hand side of (3.3.36) then yields (3.3.30) for p 2 (1,1).

The case p = 1 (and hence, p0 = 1) follows from

eA� = sup
c2(a,b)

�
[w1(c)� w1(b)]k1/w1kL1((a,c);dx)

 

= sup
c2(a,b)

�
[w1(c)� w1(b)]/w1(c)
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=


1�

w1(b)

w1(a)

�
, (3.3.39)

as the supremum is attained at c = a.

Remark 3.3.6. (i) One observes that the first lines on the right-hand sides of (3.3.30)–

(3.3.33) indeed converge to the second lines on the right-hand sides of (3.3.30)–

(3.3.33) as p # 1 and p0 " 1.

(ii) If w1(b) 6= 0 and 1/w1(a) 6= 0 (resp., if w1(a) 6= 0 and 1/w1(b) 6= 0), then (3.3.30)

(resp., (3.3.32)) proves in conjunction with (3.3.16) (resp., (3.3.19)) that inequality

(3.3.21) (resp., (3.3.23)), and hence our ad hoc inequality (3.2.1) (resp., (3.2.2)) is

not optimal, that is, the constant p�p in (3.3.21) and (3.3.23) is not optimal.

3.4 Some Applications to the Operator-Valued Case

The principal purpose of this section is to extend Example 3.2.3 to the operator-

valued situation.

We start with a few preparations. Given a separable, complex Hilbert space

H, we recall that we denote by B(H) the C⇤-algebra of linear, bounded operators

T : H ! H defined on all of H. Similarly, Bp(H) denote the `p-based Schatten–von

Neumann trace ideals, p 2 [1,1).

The eigenvalues of a bounded linear operator B 2 B(H) are abbreviated by

�j(B), j 2 J , with J ✓ N an appropriate index set, and the trace of a trace class

operator A 2 B1(H) is denoted by trH(A) and computed via Lidskii’s theorem as

trH(A) =
X

j2J

�j(A). (3.4.1)

In particular, if T 2 Bp(H) for some p 2 [1,1), and |T | is defined by |T | := (T ⇤T )1/2,

one recalls the fact,

kTkp
Bp(H) = trH

�
|T |p

�
. (3.4.2)
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Moreover, if A : (0,1) ! B(H) is weakly measurable, 0 6 A( · ) 2 B1(H) a.e. on

(0,1), and trH(A( · )) 2 L1((a, b); dt), then by an application of the monotone

convergence theorem,

����
ˆ

b

a

dtA(t)

����
B1(H)

= trH

✓ˆ
b

a

dtA(t)

◆

=
X

n2N

ˆ
b

a

dt (en, A(t)en)H =

ˆ
b

a

dt
X

n2N

(en, A(t)en)H (3.4.3)

=

ˆ
b

a

dt trH(A(t)) =

ˆ
b

a

dt kA(t)kB1(H),

where {en}n2N represents a complete orthonormal system in H, with N ✓ N an

appropriate index set. In this context we also recall the well-known fact,

����
ˆ

b

a

dtA(t)

����
Bp(H)

6
ˆ

b

a

dt kA(t)kBp(H), p 2 [1,1), (3.4.4)

and similarly with Bp(H) replaced by B(H).

Given these preparations, one can restate Example 3.2.3 in the case where

B = Bp(H) as follows.

Corollary 3.4.1. Let p 2 [1,1), b 2 (0,1)[{1}, and suppose that F : (0, b) ! B(H)

is a weakly measurable map satisfying kF ( · )kBp(H) 2 Lp((0, b); x↵dx), with ↵ 2 R

chosen according to items (i) and (ii) below:

(i) If ↵ < p� 1, then (3.2.11) implies

trH

✓ˆ
b

0

dx x↵ |F (x)|p
◆

>
✓
|↵� p+ 1|

p

◆p

trH

✓ˆ
b

0

dx x↵�p

����
ˆ

x

0

dx0 F (x0)

����
p◆

.

(3.4.5)

(ii) If ↵ > p� 1, then (3.2.12) implies

trH

✓ˆ
b

0

dx x↵ |F (x)|p
◆

>
✓
|↵� p+ 1|

p

◆p

trH

✓ˆ
b

0

dx x↵�p

����
ˆ

b

x

dx0 F (x0)

����
p◆

.

(3.4.6)

In both cases (i) and (ii), the constant [(|↵� p+1|)/p]p is best possible and equality

holds if and only if F = 0 a.e. on (0, b).

71



Proof. It su�ces to consider item (i). Then an application of (3.4.1)–(3.4.4) yields

✓
|↵� p+ 1|

p

◆p

trH

✓ˆ
b

0

dx x↵�p

����
ˆ

x

0

dx0 F (x0)

����
p◆

=

✓
|↵� p+ 1|

p

◆p ˆ b

0

dx x↵�ptrH

✓����
ˆ

x

0

dx0 F (x0)

����
p◆

(by (3.4.3))

=

✓
|↵� p+ 1|

p

◆p ˆ b

0

dx x↵�p

����
ˆ

x

0

dx0 F (x0)

����
p

Bp(H)

(by (3.4.2))

6
✓
|↵� p+ 1|

p

◆p ˆ b

0

dx x↵�p

✓ˆ
x

0

dx0
kF (x0)kBp(H)

◆p

(by (3.4.4))

6
ˆ

b

0

dx x↵kF (x)kp
Bp(H) (by (3.2.11))

=

ˆ
b

0

dx x↵trH
�
|F (x)|p

�
(by (3.4.2))

= trH

✓ˆ
b

0

dx x↵|F (x)|p
◆

(by (3.4.3)). (3.4.7)

The final part about optimality of the constant on the right-hand side in (3.4.5) and

(3.4.6), and the equality part, then follow as in Example 3.2.3.

We note that the case ↵ = 0, b = 1, F ( · ) > 0 a.e. on (0,1) in (3.4.5)

was proved by Hansen [64, Theorem 2.4] on the basis of a convexity argument (see

also [65], [82]). Our strategy of proof is di↵erent and based on that in Theorem

3.2.2.

Next, following Hansen [64], we will remove the trace in Corollary 3.4.1 in the

case where p 2 [1, 2].

We start by recalling [64, Lemma 2.1]:

Lemma 3.4.2. Let p 2 [1, 2], and suppose that F : (0,1) ! B(H) is a weakly

measurable map satisfying F ( · ) > 0 a.e. on (0,1), and
´

1

0 dx x�1F (x)p 2 B(H).

Then,

ˆ
1

0

dx x�1F (x)p >
ˆ

1

0

dx x�1�p

✓ˆ
x

0

dx0 F (x0)

◆p

. (3.4.8)

The constant 1 on the right-hand side of the inequality (3.4.8) is best possible.
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Employing Lemma 3.4.2 we can prove the principal result of this section.

Theorem 3.4.3. Let p 2 [1, 2], and suppose that F : (0,1) ! B(H) is a weakly

measurable map satisfying F ( · ) > 0 a.e. on (0,1), and
´

1

0 dx x↵F (x)p 2 B(H),

with ↵ 2 R chosen according to items (i) and (ii) below:

(i) If ↵ < p� 1, then

ˆ
1

0

dx x↵ F (x)p >
✓
|↵� p+ 1|

p

◆p ˆ 1

0

dx x↵�p

✓ˆ
x

0

dx0 F (x0)

◆p

. (3.4.9)

(ii) If ↵ > p� 1, then

ˆ
1

0

dx x↵ F (x)p >
✓
|↵� p+ 1|

p

◆p ˆ 1

0

dx x↵�p

✓ˆ
1

x

dx0 F (x0)

◆p

. (3.4.10)

In both cases (i) and (ii), the constant [(|↵+1� p|)/p]p is best possible and equality

holds if and only if F = 0 a.e. on (0,1).

Proof. We start by proving item (i). Closely following the strategy of proof in [64,

Theorem 2.3], we introduce

G(x) = F
�
xp/|↵�p+1|

�
x(1+↵)/|↵�p+1|, x > 0, (3.4.11)

and the change of variables

y = xp/|↵�p+1|, dy = [p/|↵� p+ 1|]x(1+↵)/|↵�p+1|dx. (3.4.12)

Then Lemma 3.4.2 applied to G yields

ˆ
1

0

dx x�1G(x)p =

ˆ
1

0

dx x�1F
�
xp/|↵�p+1|

�p
xp(1+↵)/|↵�p+1|

>
ˆ

1

0

dx x�1�p

✓ˆ
x

0

dx0G(x0)

◆p

(by (3.4.8))

=

ˆ
1

0

dx x�1�p

✓ˆ
x

0

dt F
�
tp/|↵�p+1|

�
t(1+↵)/|↵�p+1|

◆p

=

✓
|↵� p+ 1|

p

◆p ˆ 1

0

dx x�1�p

✓ˆ
x
p/|↵�p+1|

0

dy F (y)

◆p

. (3.4.13)

Introducing another change of variables
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w = xp/|↵�p+1|, dw w�1 = [p/|↵� p+ 1|]dx x�1, (3.4.14)

then implies
✓
|↵� p+ 1|

p

◆ˆ
1

0

dww↵F (w)p

=

✓
|↵� p+ 1|

p

◆ˆ
1

0

dww�1F (w)pw1+↵

=

ˆ
1

0

dx x�1F
�
xp/|↵�p+1|

�p
xp(1+↵)/|↵�p+1|

>
✓
|↵� p+ 1|

p

◆p ˆ 1

0

dx x�1�p

✓ˆ
x
p/|↵�p+1|

0

dy F (y)

◆p

(by (3.4.13))

=

✓
|↵� p+ 1|

p

◆p+1 ˆ 1

0

dww�1�(p�1�↵)

✓ˆ
w

0

dy F (y)

◆p

(by (3.4.14))

=

✓
|↵� p+ 1|

p

◆p+1 ˆ 1

0

dww↵�p

✓ˆ
w

0

dy F (y)

◆p

, (3.4.15)

proving (3.4.9).

While �(F ) = x�1
´

x

0 dx0 F (x0) represents a positive, unital map (i.e., �(F ) >

0 if F > 0 and �(IH) = IH),
´

1

x
dx0 F (x0) cannot possibly be of this type and

hence one cannot simply follow the proof of [64, Theorem 2.3] to derive (3.4.10).

Fortunately, the following elementary alternative approach applies. Introducing the

change of variables,

y = 1/x, G(y) = F (1/y)y�2, (3.4.16)

in (3.4.9) (w.r.t. x on either side in (3.4.9) and, especially, w.r.t. x0 on the right-hand

side of (3.4.9)) results in
ˆ

1

0

dy y�G(y)p >
✓
|� � p+ 1|

p

◆p ˆ 1

0

dx x��p

✓ˆ
1

x

dy G(y)

◆p

, (3.4.17)

where � = 2p� 2� ↵, and hence ↵ < p� 1 is equivalent to � > p� 1.

The final part about optimality of the constant on the right-hand side in (3.4.9)

and (3.4.10), and the equality part, then follow as in Corollary 3.4.1 from Example

3.2.3 upon taking the trace on either side of (3.4.9) and (3.4.10).

Again we note that the case ↵ = 0 in (3.4.9) was proved by Hansen [64,

Theorem 2.3]; he also proved that Theorem 3.4.3 does not extend to p > 2.
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While we focused on the underlying interval (0,1) in Theorem 3.4.3, the

analogous case (0, b), b 2 (0,1) follows upon employing the variable transformations

discussed in [87, p. 36–38].

Extending the definition of (H⌥,mF )(x), x 2 (0,1), m 2 N, in (3.2.13),

(3.2.14) to the operator-valued context where F : (0,1) ! B(H) is a weakly mea-

surable map satisfying F ( · ) > 0 a.e. on (0,1), and for all c 2 (0,1),
´

c

0 dxF (x)p 2

B(H) in connection with H�,m and
´

1

c
dxF (x)p 2 B(H) in connection with H+,m,

the facts (3.4.9), (3.4.10) can be rewritten as
ˆ

1

0

dx x↵�p[H⌥,1(F ( · ))(x)]p 6
✓

p

|↵� p+ 1|

◆p ˆ 1

0

dx x↵F (x)p, (3.4.18)

for p 2 [1,1), ↵ 7 p� 1. Thus one obtains the following result.

Corollary 3.4.4. Let p 2 [1, 2], and suppose that F : (0,1) ! B(H) is a weakly

measurable map satisfying F ( · ) > 0 a.e. on (0,1), and
´

1

0 dx x↵F (x)p 2 B(H),

with ↵ 2 R chosen according to (3.4.19) below. Thenˆ
1

0

dx x↵F (x)p >
mY

k=1

✓
|↵� kp+ 1|

p

◆p ˆ 1

0

dx x↵�mp[H⌥,m(F ( · ))(x)]p, (3.4.19)

↵ 7

8
>><

>>:

p� 1,

mp� 1,

m 2 N.

Proof. Iterate (3.4.18) by applying it to appropriate F = Fm as in (3.2.16).

Replacing F > 0 by |F | = (F ⇤F )1/2 and mimicking the di↵erential version of

the Hardy inequalities at the end of Section 3.2 yieldsˆ
1

0

dx x↵|f 0(x)|p >
✓
|↵� p+ 1|

p

◆p ˆ 1

0

dx x↵�p
|f(x)|p,

p 2 [1, 2], ↵ 2 R, f 2 C1

0 ((0,1);B(H)).

(3.4.20)

Iterating (3.4.20) the yields as in (3.2.21)
ˆ

1

0

dx x↵|f (m)(x)|p >
kY

j=1

✓
|↵� jp+ 1|

p

◆p ˆ 1

0

dx x↵�kp
|f (m�k)(x)|p,

p 2 [1, 2], 1 6 k 6 m, m 2 N, ↵ 2 R, f 2 C1

0 ((0,1);B(H)).

(3.4.21)
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CHAPTER FOUR

On Power Weighted Birman–Hardy–Rellich-type Inequalities with Logarithmic
Refinements via Hartman–Müeller-Pfei↵er Transformations

4.1 Introduction

To be able to describe the content of this paper we start by recalling Birman’s

infinite sequence of integral inequalities [19], the sequence of Birman–Hardy–Rellich

inequalities of the form

ˆ
b

a

dx
��f (m)(x)

��2 > [(2m� 1)!!]2

22m

ˆ
b

a

dx x�2m
|f(x)|2,

f 2 Cm

0 ((a, b)), m 2 N, 0 6 a < b 6 1,

(4.1.1)

which appeared in 1961, and in English translation in 1966 (see also [60, pp. 83–84]).

The casem = 1 in (4.1.1) represents Hardy’s celebrated inequality [70], [71, Sect. 9.8]

(see also [85, Chs. 1, 3, App.]), the case m = 2 is due to Rellich [107, Sect. II.7]

(actually, in the multi-dimensional context). The inequalities (4.1.1) are known

to be optimal (i.e., the constant [2m � 1)!!]2/22m is best possible) and strict (i.e.,

equality holds in (4.1.1) if and only if f = 0 on (a, b)) (see, e.g., [11, p. 4], [13, 34,

53, 70, 71, 102, 107]). We also note that higher-order Hardy inequalities, including

weight functions, are discussed in [87, Ch. 4] and [101, Sect. 10], however, Birman’s

sequence of inequalities is not mentioned in these sources.

The primary aim in this paper is to prove optimal inequalities of the type

(4.1.1) with additional weights (of power-type on either side of (4.1.1)) and loga-

rithmic refinements (i.e., additional, only logarithmically weaker, singularities on the

right-hand side of (4.1.1)).

To describe these inequalities in detail we need some preparations and intro-

duce the iterated logarithms lnj( · ), j 2 N (cf. [72], [74, pp. 324–325])), given by

ln1( · ) = ln( · ), lnj+1( · ) = ln(lnj( · )), j 2 N, (4.1.2)
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and also normalized iterated logarithms Lj( · ), j 2 N (see, e.g., [15]),

L1( · ) =
�
1� ln( · )

��1
, Lj+1( · ) = L1(Lj( · )), j 2 N. (4.1.3)

In addition, we introduce iterated exponentials in the form,

e0 = 0, ej+1 = eej , j 2 N0 = N [ {0}. (4.1.4)

Moreover, for m 2 N and ↵ 2 R, we introduce the constants

A(m,↵) =
mY

j=1

✓
2j � 1� ↵

2

◆2

, (4.1.5)

B(m,↵) =
1

4m

mX

k=1

mY

j=1
j 6=k

(2j � 1� ↵)2. (4.1.6)

One observes that

B(m,↵) = A(m,↵)
mX

j=1

1

(2j � 1� ↵)2
, m 2 N, ↵ 2 R\{2j � 1}m

j=1, (4.1.7)

A(m, 0) =
[(2m� 1)!!]2

22m
, m 2 N. (4.1.8)

In particular, A(m, 0) coincides with the constant in (4.1.1).

The improved Birman inequalities contain additional constants c`(m,↵), ` =

0, 1, . . . , 2m, which are defined in terms of the polynomial

Pm,↵(�) =
2mX

`=0

c`(m,↵)�` =
mY

j=1

✓
�2 �

(2j � 1� ↵)2

4

◆
, m 2 N, ↵ 2 R. (4.1.9)

Given the notation introduced in (4.1.2)–(4.1.9), we can now describe the

principal results proved in this note: Let m,N 2 N, ↵ 2 R, ⇢, � 2 (0,1), � > eN⇢,

and f 2 C1

0 ((0, ⇢)). Then the power-weighted Birman–Hardy–Rellich sequence with

logarithmic refinements on the interior interval (0, ⇢) are of the form

ˆ
⇢

0

dx x↵
��f (m)(x)

��2 > A(m,↵)

ˆ
⇢

0

dx x↵�2m
|f(x)|2

+B(m,↵)
NX

k=1

ˆ
1

⇢

dx x↵�2m
kY

`=1

[ln`(x/�)]
�2
|f(x)|2 (4.1.10)
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+
mX

j=2

|c2j(m,↵)|A(j, 0)

ˆ
⇢

0

dx x↵�2m[ln(x/�)]�2j
|f(x)|2

+
mX

j=2

|c2j(m,↵)|B(j, 0)
N�1X

k=1

ˆ
⇢

0

dx x↵�2m[ln(x/�)]�2j
kY

`=1

[ln`+1(x/�)]
�2
|f(x)|2.

Moreover, we prove the same sequence of inequalities on the interior interval

(0, ⇢) for f 2 C1

0 ((0, ⇢)) and finally both sets of inequalities (exterior and interior)

also with the iterated logarithms lnj( · ) replaced by the normalized logarithms Lj( · ),

j 2 N. In the latter case an infinite series of logarithmic terms (i.e., the case N = 1

in the analog of (4.1.10)) will be permitted. Furthermore, we show that all equalities

are strict, that is, equality holds if and only if f = 0 on (⇢,1) (resp., (0, ⇢)). In

addition, all inequalities are generalized by replacing f on the right-hand side with

intermediate derivatives f (m�`) for ` = 1, . . . ,m. For brevity, a careful comparison

of our result with the existing ones in the literature is postponed to Remark 4.3.3.

In Section 4.2 we introduce our principal tool, a combined Hartman–Müller-

Pfei↵er transformation, our principal results are then proved in Section 4.3. Finally,

in Section 4.4 we derive the sequence of power-weighted Birman–Hardy–Rellich in-

equalities with logarithmic refinements in the vector-valued case, replacing complex-

valued f( · ) by f( · ) 2 H, with H a complex, separable Hilbert space.

4.2 The Combined Hartman–Müeller-Pfei↵er Transformation

In this section we introduce an elementary, yet extremely useful, variable trans-

formation, an appropriate combination of special cases of transformations consid-

ered by Hartman [72] (see also [74, p. 324–325]) and Müller-Pfei↵er [96, p. 200–207].

We now introduce an extension of these transformations by Hartman and Müller-

Pfei↵er applicable to power weights and higher-order derivatives. This will be crucial

in proving the power-weighted Birman–Hardy–Rellich inequalities with logarithmic

refinements under most general conditions in our principal Section 4.3.
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Let m,N 2 N and suppose that

↵ 2 R\{1, 2, . . . , 2m� 1}. (4.2.1)

Given f 2 C1

0 ((eN ,1)), the transformation

x = et, x 2 (eN ,1), dx = etdt, t 2 (eN�1,1), (4.2.2)

f(x) ⌘ f(et) = e(m�
1+↵
2 )tw(t), w 2 C1

0 ((eN�1,1)), (4.2.3)

yields

�
x↵f (m)(x)

�(m)
= e�(m+ 1�↵

2 )t
2mX

`=0

c`(m,↵)w(`)(t), (4.2.4)

for appropriate constants c`(m,↵), ` = 0, 1, . . . , 2m to be determined next.

The solutions of the di↵erential equation

�
x↵f (m)(x)

�(m)
= 0, (4.2.5)

are linear combinations of the following powers of x:
8
>><

>>:

xj, j = 0, 1, . . . ,m� 1,

xk�↵, k = m, . . . , 2m� 1.

(4.2.6)

One notes that the solutions (4.2.6) are linearly independent due to (4.2.1).

Thus, recalling (4.2.2)–(4.2.4), it follows that the solutions of

2mX

`=0

c`(m,↵)w(`)(t) = 0, (4.2.7)

are the functions

e(
1+↵
2 �m)txj = e(j+

1+↵
2 �m)t, j = 0, 1, . . . ,m� 1, (4.2.8)

and

e(
1+↵
2 �m)txk�↵ = e(k+

1�↵
2 �m)t k = m, . . . , 2m� 1. (4.2.9)
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Observe that for j = 0 and k = 2m� 1,

e(j+
1+↵
2 �m)t = e(

1+↵
2 �m)t

e(k+
1�↵
2 �m)t = e�( 1+↵

2 �m)t.
(4.2.10)

For j = 1 and k = 2m� 2,

e(j+
1+↵
2 �m)t = e(

3+↵
2 �m)t

e(k+
1�↵
2 �m)t = e�( 3+↵

2 �m)t.
(4.2.11)

Continuing iteratively, we see that the linearly independent solutions of (4.2.7) are

of the form

e±
1
2 (2j+1�2m+↵)t, j = 0, 1, . . . ,m� 1, (4.2.12)

By a simple relabeling, (4.2.12) is equivalently

e±
1
2 (2j�1�↵)t, j = 1, . . . ,m. (4.2.13)

The zeros of the characteristic polynomial of (4.2.7) are thus the constant factors in

the exponents of (4.2.13). Hence, the characteristic polynomial is given by

Pm,↵(�) =
2mX

`=0

c`(m,↵)�`

=

✓
�2 �

(1� ↵)2

4

◆✓
�2 �

(3� ↵)2

4

◆
· · ·

✓
�2 �

(2m� 1� ↵)2

4

◆

=
mY

j=1

✓
�2 �

(2j � 1� ↵)2

4

◆
. (4.2.14)

Thus, the coe�cients c`(m,↵), ` = 0, 1, . . . , 2m, satisfy the following properties:

(i) c2j�1(m,↵) = 0, j = 1, . . . ,m;

(ii) c2j(m,↵) = (�1)m�j
|c2j(m,↵)|, j = 0, 1, . . . ,m;

(iii) |c0(m,↵)| = A(m,↵); (4.2.15)

(iv) |c2(m,↵)| = 4B(m,↵);
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(v) c2m(m,↵) = 1.

Turning our attention to the iterated logarithms, given N 2 N, the transfor-

mation (4.2.2) yields

NX

k=1

kY

j=1

[lnj(x)]
�2 = t�2 + t�2

N�1X

k=1

kY

j=1

[lnj(t)]
�2, (4.2.16)

interpreting
P0

k=1( · ) = 0.

Remark 4.2.1. If ↵ 2 {1, 2, . . . , 2m � 1}, then the solutions of (4.2.5) are linear

combinations of the following:
8
>>>>>><

>>>>>>:

xj, j = 0, 1, . . . , jm,↵,

x�k, k = 0, 1, . . . , km,↵,

x`ln(x), ` = 0, 1, . . . , `m,↵,

(4.2.17)

for some jm,↵, km,↵, `m,↵ 2 N0. However, as we will see in the next section, the im-

proved power-weighted Birman-type inequalities need only be proven for the weight

parameters ↵ 2 R, ↵ 6= 1, 2, . . . , 2m�1, since the case ↵ 2 {1, 2, . . . , 2m�1} follows

by taking the limits ↵ ! k for k = 1, . . . , 2m� 1. ⇧

4.3 Power-Weighted Birman–Hardy–Rellich-type Inequalities with Logarithmic

Refinements

In this section we now establish several improvements of existing power-weighted

Birman–Hardy–Rellich inequalities in the literature by employing the combined

Hartman–Müeller-Pfei↵er variable transformation from section 4.2 in a crucial man-

ner. These weighted inequalities are proven for both types of iterated logarithms

lnj( · ), j 2 N and Lj( · ), j 2 N, and are given on both the exterior interval (⇢,1)

and interior interval (0, ⇢) for any ⇢ 2 (0,1).

The principal result of this paper then reads as follows:

81



Theorem 4.3.1. Let `,m,N 2 N,↵ 2 R, and ⇢, �, ⌧ 2 (0,1). The following hold:

(i) If ⇢ > eN� and 1 6 ` 6 m, then for all f 2 C1

0 ((⇢,1)),

ˆ
1

⇢

dx x↵
��f (m)(x)

��2 > A(`,↵)

ˆ
1

⇢

dx x↵�2`
|f (m�`)(x)|2

+B(`,↵)
NX

k=1

ˆ
1

⇢

dx x↵�2`
kY

p=1

[lnp(x/�)]
�2
|f (m�`)(x)|2 (4.3.1)

+
`X

j=2

|c2j(`,↵)|A(j, 0)

ˆ
1

⇢

dx x↵�2`[ln(x/�)]�2j
|f (m�`)(x)|2

+
`X

j=2

|c2j(`,↵)|B(j, 0)

⇥

N�1X

k=1

ˆ
1

⇢

dx x↵�2`[ln(x/�)]�2j
kY

p=1

[lnp+1(x/�)]
�2
|f (m�`)(x)|2.

(ii) If ⇢ > ⌧ and 1 6 ` 6 m, then for all f 2 C1

0 ((⇢,1)),

ˆ
1

⇢

dx x↵
��f (m)(x)

��2 > A(`,↵)

ˆ
1

⇢

dx x↵�2`
|f (m�`)(x)|2

+B(`,↵)
NX

k=1

ˆ
1

⇢

dx x↵�2`
kY

p=1

L2
p
(⌧/x)|f (m�`)(x)|2 (4.3.2)

+
`X

j=2

|c2j(`,↵)|A(j, 0)

ˆ
1

⇢

dx x↵�2`L2j
1 (⌧/x)|f (m�`)(x)|2

+
`X

j=2

|c2j(`,↵)|B(j, 0)
N�1X

k=1

ˆ
1

⇢

dx x↵�2`L2j
1 (⌧/x)

kY

p=1

L2
p+1(⌧/x)|f

(m�`)(x)|2.

(iii) If � > eN⇢ and 1 6 ` 6 m, then for all f 2 C1

0 ((0, ⇢)),

ˆ
⇢

0

dx x↵
��f (m)(x)

��2 > A(`,↵)

ˆ
⇢

0

dx x↵�2`
|f (m�`)(x)|2

+B(`,↵)
NX

k=1

ˆ
⇢

0

dx x↵�2`
kY

p=1

[lnp(�/x)]
�2
|f (m�`)(x)|2 (4.3.3)

+
`X

j=2

|c2j(`,↵)|A(j, 0)

ˆ
⇢

0

dx x↵�2`[ln(�/x)]�2j
|f (m�`)(x)|2

+
`X

j=2

|c2j(`,↵)|B(j, 0)
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⇥

N�1X

k=1

ˆ
⇢

0

dx x↵�2`[ln(�/x)]�2j
kY

p=1

[lnp+1(�/x)]
�2
|f (m�`)(x)|2.

(iv) If ⌧ > ⇢ and 1 6 ` 6 m, then for all f 2 C1

0 ((0, ⇢)),

ˆ
⇢

0

dx x↵
��f (m)(x)

��2 > A(`,↵)

ˆ
⇢

0

dx x↵�2`
|f (m�`)(x)|2

+B(`,↵)
NX

k=1

ˆ
⇢

0

dx x↵�2`
kY

p=1

L2
p
(x/⌧)|f (m�`)(x)|2 (4.3.4)

+
`X

j=2

|c2j(`,↵)|A(j, 0)

ˆ
⇢

0

dx x↵�2`L2j
1 (x/⌧)|f (m�`)(x)|2

+
`X

j=2

|c2j(`,↵)|B(j, 0)
N�1X

k=1

ˆ
⇢

0

dx x↵�2`L2j
1 (x/⌧)

kY

p=1

L2
p+1(x/⌧)|f

(m�`)(x)|2.

Moreover, inequalities (4.3.1)–(4.3.4) are strict for f 6⌘ 0 on (⇢,1), respectively,

(0, ⇢).

We break up the proof of Theorem 4.3.1 into four parts. For simplicity we

present the proof in the special case ` = m; the general case follows upon replacing

f by f (m�`) for ` = 1, . . . ,m.

Proof of Theorem 4.3.1 (i). Let ⇢ > eN�, pick any f 2 C1

0 ((⇢,1)), and assume

that ↵ 2 R satisfies (4.2.1). The scaling

x = �y, dx = �dy, g(y) = f(�y), y 2 (⇢/�,1), (4.3.5)

and using zero extensions, implies

g 2 C1

0 ((⇢/�,1)) ✓ C1

0 ((eN ,1)). (4.3.6)

Applying the transformation (4.2.2), (4.2.3) to g then yields

�
y↵g(m)(y)

�(m)
= e�(m+ 1�↵

2 )t
mX

j=0

(�1)m�j
|c2j(m,↵)|w(2j)(t), (4.3.7)

for t 2 (eN�1,1), w 2 C1

0 ((eN�1,1)), and c2j(m,↵) as in (4.2.15). Thus,

(�1)m
�
y↵g(m)(y)

�(m)
g(y) = e�t

mX

j=0

(�1)2m�j
|c2j(m,↵)|w(2j)(t)w(t). (4.3.8)
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Furthermore, (4.2.2), (4.2.3), and (4.2.16) yield

y↵�2m
|g(y)|2 = e�t

|w(t)|2, (4.3.9)

y↵�2m
NX

k=1

kY

p=1

[lnp(y)]
�2
|g(y)|2 = e�t

⇢
t�2

|w(t)|2 + t�2
N�1X

k=1

kY

p=1

[lnp(t)]
�2
|w(t)|2

�
,

and for j = 2, . . . ,m,

y↵�2m[ln(y)]�2j
|g(y)|2 = e�tt�2j

|w(t)|2, (4.3.10)

y↵�2m[ln(y)]�2j
N�1X

k=1

kY

p=1

[lnp+1(y)]
�2
|g(y)|2 = e�tt�2j

N�1X

k=1

kY

p=1

[lnp(t)]
�2
|w(t)|2.

Employing the elementary identity,

ˆ
b

a

dx x↵
��f (m)(x)

��2 = (�1)m
ˆ

b

a

dx
�
x↵f (m)(x)

�(m)
f(x),

m 2 N, ↵ 2 R, f 2 C1

0 ((a, b)), 0 6 a < b 6 1,

(4.3.11)

and items (iii), (iv) of (4.2.15), it follows from (4.3.5)–(4.3.10) that

ˆ
1

⇢

dx

⇢
x↵
��f (m)(x)

��2 � A(m,↵)x↵�2m
|f(x)|2

� B(m,↵)x↵�2m
NX

k=1

kY

p=1

[lnp(x/�)]
�2
|f(x)|2

�

mX

j=2

|c2j(m,↵)|A(j, 0)x↵�2m[ln(x/�)]�2j
|f(x)|2

�

mX

j=2

|c2j(m,↵)|B(j, 0)x↵�2m[ln(x/�)]�2j
N�1X

k=1

kY

p=1

[lnp+1(x/�)]
�2
|f(x)|2

�

= �↵�2m+1

ˆ
1

eN

dy

⇢
y↵
��g(m)(y)

��2 � A(m,↵)y↵�2m
|g(y)|2

� B(m,↵)y↵�2m
NX

k=1

kY

p=1

[lnp(y)]
�2
|g(y)|2

�

mX

j=2

|c2j(m,↵)|A(j, 0)y↵�2m[ln(y)]�2j
|g(y)|2

�

mX

j=2

|c2j(m,↵)|B(j, 0)y↵�2m[ln(y)]�2j
N�1X

k=1

kY

p=1

[lnp+1(y)]
�2
|g(y)|2

�
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= �↵�2m+1

⇢ mX

j=0

|c2j(m,↵)|

ˆ
1

eN�1

dt
��w(j)(t)

��2 � A(m,↵)

ˆ
1

eN�1

dt |w(t)|2

� B(m,↵)

ˆ
1

eN�1

dt t�2
|w(t)|2 � B(m,↵)

N�1X

k=1

ˆ
1

eN�1

dt t�2
kY

p=1

[lnp(t)]
�2
|w(t)|2

�

mX

j=2

|c2j(m,↵)|A(j, 0)

ˆ
1

eN�1

dt t�2j
|w(t)|2

�

mX

j=2

|c2j(m,↵)|B(j, 0)
N�1X

k=1

ˆ
1

eN�1

dt t�2j
kY

p=1

[lnp(t)]
�2
|w(t)|2

�

= �↵�2m+1

⇢ mX

j=1

|c2j(m,↵)|

ˆ
1

eN�1

dt
��w(j)(t)

��2

�

mX

j=1

|c2j(m,↵)|A(j, 0)

ˆ
1

eN�1

dt t�2j
|w(t)|2

�

mX

j=1

|c2j(m,↵)|B(j, 0)
N�1X

k=1

ˆ
1

eN�1

dt t�2j
kY

p=1

[lnp(t)]
�2
|w(t)|2

�

= �↵�2m+1
mX

j=1

|c2j(m,↵)|

⇢ˆ
1

eN�1

dt
��w(j)(t)

��2 � A(j, 0)

ˆ
1

eN�1

dt t�2j
|w(t)|2

� B(j, 0)
N�1X

k=1

ˆ
1

eN�1

dt t�2j
kY

p=1

[lnp(t)]
�2
|w(t)|2

�
, (4.3.12)

interpreting
P0

k=1( · ) = 0. Hence, part (i), for ↵ 2 R\{1, 2, . . . , 2m� 1}, follows via

induction over N 2 N. Indeed, for N = 1 the equality (4.3.12) yields

ˆ
1

⇢

dx

⇢
x↵
��f (m)(x)

��2 � A(m,↵)x↵�2m
|f(x)|2 � B(m,↵)x↵�2m[ln(x/�)]�2

|f(x)|2

�

mX

j=2

|c2j(m,↵)|A(j, 0)x↵�2m[ln(x/�)]�2j
|f(x)|2

�

= �↵�2m+1
mX

j=1

|c2j(m,↵)|

⇢ˆ
1

0

dt
��w(j)(t)

��2 � A(j, 0)

ˆ
1

0

dt t�2j
|w(t)|2

�

> 0, (4.3.13)

by (4.1.1) as a sum of unweighted Birman–Hardy–Rellich-type inequalities. Assum-

ing (4.3.1) holds for N � 1 2 N then reapplying (4.3.12) proves (4.3.1) for N 2 N.

Strictness also follows by induction over N 2 N since f 6⌘ 0 implies w 6⌘ 0 by (4.2.2),
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(4.2.3) so that (4.3.13), and by induction (4.3.12), is strictly positive. The case

↵ 2 {1, 2, . . . , 2m�1} then follows by taking the limits ↵ ! k for k = 1, . . . , 2m�1,

noting that A(m,↵), B(m,↵), and c2j(m,↵) are continuous as polynomials in ↵ 2 R.

This completes the proof for part (i).

Proof of Theorem 4.3.1 (ii). By taking limits as in part (i), it su�ces once more to

consider ↵ 2 R\{1, 2, . . . , 2m � 1}. Let ⇢ > ⌧ and pick any f 2 C1

0 ((⇢,1)). The

scaling

x = ⌧y, dx = ⌧dy, g(y) = f(⌧y), y 2 (⇢/⌧,1), (4.3.14)

yields g 2 C1

0 ((⇢/⌧,1)) ✓ C1

0 ((1,1)). Modifying the transformation (4.2.2),

(4.2.3) applied to g by

y = et�1, dy = et�1dt, t 2 (1,1),

g(y) ⌘ g(et�1) = e(m�
1+↵
2 )(t�1)v(t), v 2 C1

0 ((1,1)).
(4.3.15)

Here v is given by

v(t) := w(t� 1), t 2 (1,1), (4.3.16)

with w 2 C1

0 ((0,1)). Setting

s = t� 1, ds = dt, (4.3.17)

and noting

d

dt
v(t) =

d

ds
w(s), (4.3.18)

yields, similarly to (4.3.7),

�
y↵g(m)(y)

�(m)
= e�(m+ 1�↵

2 )s
2mX

`=0

c`(m,↵)w(`)(s)

= e�(m+ 1�↵
2 )(t�1)

2mX

`=0

c`(m,↵)v(`)(t).

(4.3.19)

Hence, an analogous argument as in section 4.2 shows the constants c`(m,↵) satisfy

(i)–(v) in (4.2.15) as before. Therefore by (4.3.19),

(�1)m
�
y↵g(m)(y)

�(m)
g(y) = e1�t

mX

j=0

(�1)2m�j
|c2j(m,↵)|v(2j)(t)v(t). (4.3.20)
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Now, (4.3.15) yields

L1(1/y) =
�
1� ln(1/y)

��1
=
�
1� ln(e1�t)

��1
= t�1, (4.3.21)

and

L2(1/y)=L1(L1(1/y))=
�
1� ln(L1(1/y))

��1
=
�
1� ln(1/t)

��1
=L1(1/t). (4.3.22)

Inductively, we see that

L1(1/y) = t�1, Lj(1/y) = Lj�1(1/t), j = 2, 3, . . . (4.3.23)

Hence,

y↵�2m
|g(y)|2 = e1�t

|v(t)|2, (4.3.24)

y↵�2m
NX

k=1

kY

p=1

L2
p
(1/y)|g(y)|2 = e1�t

⇢
t�2

|v(t)|2 + t�2
N�1X

k=1

kY

p=1

L2
p
(1/t)|v(t)|2

�
,

and for j = 2, . . . ,m,

y↵�2mL2j
1 (1/y)|g(y)|2 = e1�tt�2j

|v(t)|2, (4.3.25)

y↵�2mL2j
1 (1/y)

N�1X

k=1

kY

p=1

L2
p+1(1/y)|g(y)|

2 = e1�tt�2j
N�1X

k=1

kY

p=1

L2
p
(1/t)|v(t)|2.

Again recalling (4.3.11) and (iii)–(iv) of (4.2.15), (4.3.20), (4.3.24), and (4.3.25)

yield

ˆ
1

⇢

dx

⇢
x↵
��f (m)(x)

��2 � A(m,↵)x↵�2m
|f(x)|2

� B(m,↵)x↵�2m
NX

k=1

kY

p=1

L2
p
(⌧/x)|f(x)|2

�

mX

j=2

|c2j(m,↵)|A(j, 0)x↵�2mL2j
1 (⌧/x)|f(x)|2

�

mX

j=2

|c2j(m,↵)|B(j, 0)x↵�2mL2j
1 (⌧/x)

N�1X

k=1

kY

p=1

L2
p+1(⌧/x)|f(x)|

2

�

= ⌧↵�2m+1
mX

j=1

|c2j(m,↵)|

⇢ˆ
1

1

dt
��v(j)(t)

��2 � A(j, 0)

ˆ
1

1

dt t�2j
|v(t)|2 (4.3.26)
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� B(j, 0)
N�1X

k=1

ˆ
1

1

dt t�2j
kY

p=1

L2
p
(1/t)|v(t)|2

�
,

and the proof again follows by induction over N 2 N.

Proof of Theorem 4.3.1 (iii). By taking limits as before, we need only consider ↵ 2

R,↵ 6= 1, 2, . . . 2m� 1.

For part (i), let � > eN⇢ and pick any f 2 C1

0 ((0, ⇢)). The scaling

x = �y, dx = �dy, y 2 (0, ⇢/�),

g(y) = f(�y),
(4.3.27)

yields

g 2 C1

0 ((0, ⇢/�)) ✓ C1

0 ((0, 1/eN)). (4.3.28)

Slightly modify the transformation (4.2.2), (4.2.3) applied to g as follows:

y = e�t, dy = �e�tdt, t 2 (eN�1,1),

g(y) ⌘ g(e�t) = e�(m�
1+↵
2 )tv(t), v 2 C1

0 ((eN�1,1)).
(4.3.29)

Here v is given by

v(t) := w(�t), t 2 (eN�1,1), (4.3.30)

with w 2 C1

0 ((�1,�eN�1)). Setting

s = �t, ds = �dt, (4.3.31)

we have

�
y↵g(m)(y)

�(m)
= e�(m+ 1�↵

2 )s
2mX

`=0

c`(m,↵)w(`)(s)

= e(m+ 1�↵
2 )t

2mX

`=0

ec`(m,↵)v(`)(t),

(4.3.32)

where

ec`(m,↵) = (�1)`c`(m,↵), ` = 0, 1, . . . , 2m, (4.3.33)
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so clearly (i)–(v) in (4.2.15) still hold. Hence,

(�1)m
�
y↵g(m)(y)

�(m)
g(y) = et

mX

j=0

(�1)2m�j
|c2j(m,↵)|v(2j)(t)v(t). (4.3.34)

Furthermore,

y↵�2m
|g(y)|2 = et|v(t)|2, (4.3.35)

y↵�2m
NX

k=1

kY

p=1

[lnp(1/y)]
�2
|g(y)|2 = et

⇢
t�2

|v(t)|2 + t�2
N�1X

k=1

kY

p=1

[lnp(t)]
�2
|v(t)|2

�
,

and for j = 2, . . . ,m,

y↵�2m[ln(1/y)]�2j
|g(y)|2 = ett�2j

|v(t)|2, (4.3.36)

y↵�2m[ln(1/y)]�2j
N�1X

k=1

kY

p=1

[lnp+1(1/y)]
�2
|g(y)|2 = ett�2j

N�1X

k=1

kY

p=1

[lnp(t)]
�2
|v(t)|2.

Applying (4.3.34)–(4.3.36) yields

ˆ
⇢

0

dx

⇢
x↵
��f (m)(x)

��2 � A(m,↵)x↵�2m
|f(x)|2

� B(m,↵)x↵�2m
NX

k=1

kY

p=1

[lnp(�/x)]
�2
|f(x)|2

�

mX

j=2

|c2j(m,↵)|A(j, 0)x↵�2m[ln(�/x)]�2j
|f(x)|2

�

mX

j=2

|c2j(m,↵)|B(j, 0)x↵�2m[ln(�/x)]�2j
N�1X

k=1

kY

p=1

[lnp+1(�/x)]
�2
|f(x)|2

�

= �↵�2m+1
mX

j=1

|c2j(m,↵)|

⇢ˆ
1

eN�1

dt
��v(j)(t)

��2 � A(j, 0)

ˆ
1

eN�1

dt t�2j
|v(t)|2

� B(j, 0)
N�1X

k=1

ˆ
1

eN�1

dt t�2j
kY

p=1

[lnp(t)]
�2
|v(t)|2

�
, (4.3.37)

and the proof follows by induction over N 2 N, as before.

Proof of Theorem 4.3.1 (iv). Let ⌧ > ⇢ and f 2 C1

0 ((0, ⇢)), scaling

x = ⌧y, dx = ⌧dy, y 2 (0, ⇢/⌧),

g(y) = f(⌧y),
(4.3.38)
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so that g 2 C1

0 ((0, ⇢/⌧)) ✓ C1

0 ((0, 1)), and applying the modified transformation

y = e�t+1, dy = �e�t+1dt, t 2 (1,1),

g(y) ⌘ g(e�t+1) = e(m�
1+↵
2 )(1�t)v(t), v 2 C1

0 ((1,1)),
(4.3.39)

where v is given by

v(t) := w(1� t), t 2 (1,1), (4.3.40)

with w 2 C1

0 ((�1, 0)). Therefore

(�1)m
�
y↵g(m)(y)

�(m)
g(y) = et�1

mX

j=0

(�1)2m�j
|c2j(m,↵)|v(2j)(t)v(t). (4.3.41)

Also,

y↵�2m
|g(y)|2 = et�1

|v(t)|2, (4.3.42)

y↵�2m
NX

k=1

kY

p=1

L2
p
(y)|g(y)|2 = et�1

⇢
t�2

|v(t)|2 + t�2
N�1X

k=1

kY

p=1

L2
p
(1/t)|v(t)|2

�
,

and for j = 2, . . . ,m,

y↵�2mL2j
1 (y)|g(y)|2 = et�1t�2j

|v(t)|2, (4.3.43)

y↵�2mL2j
1 (y)

N�1X

k=1

kY

p=1

L2
p+1(1/y)|g(y)|

2 = et�1t�2j
N�1X

k=1

kY

p=1

L2
p
(1/t)|v(t)|2.

Hence,

ˆ
⇢

0

dx

⇢
x↵
��f (m)(x)

��2 � A(m,↵)x↵�2m
|f(x)|2

� B(m,↵)x↵�2m
NX

k=1

kY

p=1

L2
p
(x/⌧)|f(x)|2

�

mX

j=2

|c2j(m,↵)|A(j, 0)x↵�2mL2j
1 (x/⌧)|f(x)|2

�

mX

j=2

|c2j(m,↵)|B(j, 0)x↵�2mL2j
1 (x/⌧)

N�1X

k=1

kY

p=1

L2
p+1(x/⌧)|f(x)|

2

�

= ⌧↵�2m+1
mX

j=1

|c2j(m,↵)|

⇢ˆ
1

1

dt
��v(j)(t)

��2 � A(j, 0)

ˆ
1

1

dt t�2j
|v(t)|2
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� B(j, 0)
N�1X

k=1

ˆ
1

1

dt t�2j
kY

p=1

L2
p
(1/t)|v(t)|2

�
, (4.3.44)

and the proof follows by induction over N 2 N.

Theorem 4.3.1 (ii), (iv) can be further improved by replacing the N -th sum

with an infinite series. See, for example, [12–15, 59, 114] for similar results and

discussions of the convergence of the series
P

1

k=1

Q
k

j=1 L
2
j
(s) for s 2 (0, 1).

Corollary 4.3.2. Let `,m 2 N,↵ 2 R, and ⇢, ⌧ 2 (0,1). Then (4.3.2) and (4.3.4)

extend to N = 1.

Proof. It su�ces to discuss the proof of (4.3.2). Given f 2 C1

0 ((⇢,1)), Theorem

4.3.1 (ii) implies that (4.3.2) holds for any N 2 N. Thus, by taking N " 1 and

recalling that increasing sequences bounded above are convergent, (4.3.2) holds with

N = 1.

To put our results in perspective and to compare with existing results in the

literature we conclude this section with a few comments.

Remark 4.3.3. For m > 2 these inequalities are new in the following sense: The

weight parameter ↵ 2 R is now unrestricted, as opposed to prior results obtained

in [2,3,5,8,12–17,25,35–41,47,58,59,77,94,112,114]; the conditions on the logarithmic

parameters � and ⌧ are sharp (and were not previously discussed in the literature);

the two integral terms containing c2j(m,↵) are new; the inequalities are proven for

both iterated logarithms lnj( · ) and Lj( · ), j 2 N; finally, they are proven on both

the exterior interval (⇢,1) and interior interval (0, ⇢) for any ⇢ 2 (0,1). ⇧

Remark 4.3.4. As discussed in section 4.1, the constant A(m,↵), m 2 N, ↵ 2 R,

is known to be sharp for ↵ = 0, though not o�cially proven for general ↵ 2 R.

Optimality of the constant B(m,↵), m 2 N, ↵ 2 R, has not yet been verified in

full generality (i.e. for ↵ 2 R unrestricted, both logarithms lnj( · ), Lj( · ), j 2 N,
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and on both intervals (0, ⇢), (⇢,1), ⇢ 2 (0,1)), but has been proven in several

special cases (but within the more general multidimensional setting after reducing

the problem to one dimension using radial arguments). For the unweighted case

↵ = 0, see e.g. [2, 3, 15–17, 37, 47, 58, 59, 77, 94] for m = 1, [14, 25, 94] for m = 2, and

[5, 114] for higher-order m 2 N. The weighted case ↵ 2 (mp� k, 0], k 2 {1, . . . , n},

p 2 ((13 +
p
105)/4,1) for higher-order m 2 N was investigated in [13]. ⇧

4.4 The Vector-Valued Case

In our final section, we establish that all previous inequalities extend line by

line to the vector-valued case in which f is H-valued, with H a separable, complex

Hilbert space. The relevance of such a generalization is briefly mentioned at the end

of this section.

We start by stating a power-weighted extension of (4.1.1) for vector-valued

functions, which is derived from the more general Hardy result [29, Example 1] by

simple iteration (see also [53, Theorem 8.1] for the special case ↵ = 0, a = 0, b = 1).

Inequality (4.4.1) will replace (4.1.1) in the base step of each induction proof.

Lemma 4.4.1. Let m 2 N, ↵ 2 R, 0 6 a < b 6 1. Then for all f 2 C1

0 ((a, b);H),
ˆ

b

a

dx x↵
��f (m)(x)

��2
H
> A(m,↵)

ˆ
b

a

dx x↵�2m
kf(x)k2

H
. (4.4.1)

The constant A(m,↵) is sharp and equality holds if and only if f = 0 on (a, b).

In addition, the combined Hartman–Müeller-Pfei↵er transformation extends

to the H-valued context. Indeed, given m,N 2 N, ↵ 2 R, ↵ 6= 1, . . . , 2m � 1, and

f 2 C1

0 ((eN ,1);H), one sets

x = et, dx = etdt, t 2 (eN�1,1),

f(x) ⌘ f(et) = e(m�
1+↵
2 )tw(t), w 2 C1

0 ((eN�1,1);H),
(4.4.2)

so that

�
x↵f (m)(x)

�(m)
= e�(m+ 1�↵

2 )t
2mX

`=0

c`(m,↵)w(`)(t). (4.4.3)
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Combining (4.4.2) and (4.4.3) yields

(�1)m
⇣�
x↵f (m)(x)

�(m)
, f(x)

⌘

H

= e�t

mX

j=0

(�1)2m�j
|c2j(m,↵)|

�
w(2j)(t), w(t)

�
H
. (4.4.4)

Furthermore,

x↵�2m
kf(x)k2

H
= e�t

kw(t)k2
H
,

x↵�2m
NX

k=1

kY

p=1

[lnp(x)]
�2
kf(x)k2

H
(4.4.5)

= e�t

⇢
t�2

kw(t)k2
H
+ t�2

N�1X

k=1

kY

p=1

[lnp(t)]
�2
kw(t)k2

H

�
,

and for j = 2, . . . ,m,

x↵�2m[ln(x)]�2j
kf(x)k2

H
= e�tt�2j

kw(t)k2
H
,

x↵�2m[ln(x)]�2j
N�1X

k=1

kY

p=1

[lnp+1(x)]
�2
kf(x)k2

H
(4.4.6)

= e�tt�2j
N�1X

k=1

kY

p=1

[lnp(t)]
�2
kw(t)k2

H
.

The modified variable transformations (4.3.15), (4.3.29), (4.3.39), generalize analo-

gously.

Finally, we note that (4.3.11) extends to the vector-valued situation in the

form

ˆ
b

a

dx x↵
��f (m)(x)

��2
H
= (�1)m

ˆ
b

a

dx
⇣�

x↵f (m)(x)
�(m)

, f(x)
⌘

H

, (4.4.7)

for f 2 C1

0 ((a, b);H), where 0 6 a < b 6 1,m 2 N,↵ 2 R.

Given these preliminaries, the vector-valued case becomes completely analo-

gous to the scalar situation treated in Section 4.3:

Theorem 4.4.2. Let `,m,N 2 N,↵ 2 R, and ⇢, �, ⌧ 2 (0,1). The following hold:

(i) If ⇢ > eN� and 1 6 ` 6 m, then for all f 2 C1

0 ((⇢,1);H),

ˆ
1

⇢

dx x↵
��f (m)(x)

��2
H
> A(`,↵)

ˆ
1

⇢

dx x↵�2`
��f (m�`)(x)

��2
H
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+B(`,↵)
NX

k=1

ˆ
1

⇢

dx x↵�2`
kY

p=1

[lnp(x/�)]
�2
��f (m�`)(x)

��2
H

(4.4.8)

+
`X

j=2

|c2j(`,↵)|A(j, 0)

ˆ
1

⇢

dx x↵�2`[ln(x/�)]�2j
��f (m�`)(x)

��2
H

+
`X

j=2

|c2j(`,↵)|B(j, 0)

⇥

N�1X

k=1

ˆ
1

⇢

dx x↵�2`[ln(x/�)]�2j
kY

p=1

[lnp+1(x/�)]
�2
��f (m�`)(x)

��2
H
.

(ii) If ⇢ > ⌧ and 1 6 ` 6 m, then for all f 2 C1

0 ((⇢,1);H),

ˆ
1

⇢

dx x↵
��f (m)(x)

��2
H
> A(`,↵)

ˆ
1

⇢

dx x↵�2`
��f (m�`)(x)

��2
H

+B(`,↵)
NX

k=1

ˆ
1

⇢

dx x↵�2`
kY

p=1

L2
p
(⌧/x)

��f (m�`)(x)
��2
H

(4.4.9)

+
`X

j=2

|c2j(`,↵)|A(j, 0)

ˆ
1

⇢

dx x↵�2`L2j
1 (⌧/x)

��f (m�`)(x)
��2
H

+
`X

j=2

|c2j(`,↵)|B(j, 0)
N�1X

k=1

ˆ
1

⇢

dx x↵�2`L2j
1 (⌧/x)

kY

p=1

L2
p+1(⌧/x)

��f (m�`)(x)
��2
H
.

(iii) If � > eN⇢ and 1 6 ` 6 m, then for all f 2 C1

0 ((0, ⇢);H),

ˆ
⇢

0

dx x↵
��f (m)(x)

��2
H
> A(`,↵)

ˆ
⇢

0

dx x↵�2`
��f (m�`)(x)

��2
H

+B(`,↵)
NX

k=1

ˆ
⇢

0

dx x↵�2`
kY

p=1

[lnp(�/x)]
�2
��f (m�`)(x)

��2
H

(4.4.10)

+
`X

j=2

|c2j(`,↵)|A(j, 0)

ˆ
⇢

0

dx x↵�2`[ln(�/x)]�2j
��f (m�`)(x)

��2
H

+
`X

j=2

|c2j(`,↵)|B(j, 0)

⇥

N�1X

k=1

ˆ
⇢

0

dx x↵�2`[ln(�/x)]�2j
kY

p=1

[lnp+1(�/x)]
�2
��f (m�`)(x)

��2
H
.

(iv) If ⌧ > ⇢ and 1 6 ` 6 m, then for all f 2 C1

0 ((0, ⇢);H),

ˆ
⇢

0

dx x↵
��f (m)(x)

��2
H
> A(`,↵)

ˆ
⇢

0

dx x↵�2`
��f (m�`)(x)

��2
H
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+B(`,↵)
NX

k=1

ˆ
⇢

0

dx x↵�2`
kY

p=1

L2
p
(x/⌧)

��f (m�`)(x)
��2
H

(4.4.11)

+
`X

j=2

|c2j(`,↵)|A(j, 0)

ˆ
⇢

0

dx x↵�2`L2j
1 (x/⌧)

��f (m�`)(x)
��2
H

+
`X

j=2

|c2j(`,↵)|B(j, 0)
N�1X

k=1

ˆ
⇢

0

dx x↵�2`L2j
1 (x/⌧)

kY

p=1

L2
p+1(x/⌧)

��f (m�`)(x)
��2
H
.

Moreover, inequalities (4.4.8)–(4.4.11) are strict for f 6⌘ 0 on (⇢,1), respectively,

(0, ⇢).

Corollary 4.4.3. Let `,m 2 N,↵ 2 R, and ⇢, ⌧ 2 (0,1). Then (4.4.9) and (4.4.11)

extend to N = 1.

Using Lemma 4.4.1 and identity (4.4.7) for the base step in the induction proof

over N 2 N, one can follow the special scalar case treated in the proof of Theorem

4.3.1, and Corollary 4.3.2 line by line.

We conclude with the observation that the vector-valued Hardy case (i.e.,

m = 1) without logarithmic refinements (i.e., N = 0), played an important role in the

spectral theory of n-dimensional Schrödinger operators (n 2 N, n > 2) as detailed,

for instance in [88, Chs. IV, V]. In this context one employs polar coordinates and

H is then naturally identified with L2(Sn�1; dn�1!). This aspect will also play a

crucial role in the multi-dimensional generalizations of the results presented in this

note, see [52].
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CHAPTER FIVE

On the Multidimensional Power Weighted Hardy Inequality with Radial and
Logarithmic Refinements

The content of this chapter relies on (but is not identical to) the paper pub-
lished as: F. Gesztesy, L. L. Littlejohn, I. Michael, and M. M. H. Pang, Radial
and Logarithmic Refinements of Hardy’s Inequality, Algebra i Analiz, 30(3), 55–65
(2018) (Russian), St. Petersburg Math. J., St. 30, 429–436 (2019) (English).

5.1 Introduction

To describe the principal aim of this note, we start by recalling the classical

Hardy inequality

ˆ
⌦

dnx |(rf)(x)|2 > (n� 2)2

4

ˆ
⌦

dnx |x|�2
|f(x)|2, (5.1.1)

valid for f 2 C1

0 (⌦), ⌦ ✓ Rn open, n 2 N, n > 2 (interpreting the right-hand side

of (5.1.1) as zero if n = 2, and hence rendering it trivial in that case). The follow-

ing extension of Hardy’s inequality (in the special case where ⌦ equals Bn(x0; ⇢),

the open ball in Rn of radius ⇢ > 0 centered at x0 2 Rn), involving logarithmic

refinements, was derived in [50],
ˆ
⌦

dnx |(rf)(x)|2

>
ˆ
⌦

dnx|x� x0|
�2
|f(x)|2

⇢
(n� 2)2

4
+
1

4

NX

k=1

kY

j=1

[lnj(�/|x� x0|)]
�2

�
,

(5.1.2)

valid for f 2 C1

0 (⌦), assuming ⌦ ⇢ Rn, n 2 N, n > 2, ⌦ is open and bounded with

x0 2 ⌦, N 2 N, and the logarithmic terms lnj( · ), j 2 N, are recursively given by

ln1( · ) := ln( · ),

lnj+1( · ) := ln(lnj( · )), j 2N,
(5.1.3)

for � > 0, x 2 Rn
\{x0}, with 0 < |x� x0| < diam(⌦) < �/eN , where

e1 := 1, ej+1 := eej , j 2 N. (5.1.4)
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We denote
P0

k=1( · ) := 0 and
Q0

j=1( · ) := 1, so when N = 0, x0 = 0, (5.1.2) formally

agrees with (5.1.1).

Due to the incredible amount of work on the classical Hardy inequality, we

cannot possibly do justice to the existing literature and hence only refer to some of

the standard monographs on the subject such as [11,85,86], and [101]. In addition,

we note that factorizations in the context of Hardy’s inequality in balls with optimal

constants and logarithmic correction terms were already studied in [49, 55], based

on prior work in [79, 80], and [81], although this appears to have gone unnoticed

in the recent literature on this subject. Higher-order logarithmic refinements of the

multidimensional Hardy–Rellich-type inequality appeared in [4, Theorem 2.1], and a

sequence of such multidimensional Hardy–Rellich-type inequalities, with additional

generalizations, appeared in [114, Theorems 1.8–1.10].

Our principal goal in this paper is to o↵er a radial, and weighted, analogue

of (5.1.2) by replacing the gradient with the radial derivative @r,x0 centered about a

point x0 2 Rn, given by

@r,x0 := |x� x0|
�1(x� x0) ·r, (5.1.5)

for x 2 Rn
\ {x0}, r = |x� x0|, n 2 N, n > 2, denoting @r,0 =: @r. Obviously,

|(rf)(x)| > |(@r,x0f)(x)|, x 2 Rn
\{x0}, f 2 C1

0 (Rn). (5.1.6)

With (5.1.6) in mind, we will give a power weighted analogue of (5.1.1), (5.1.2)

when r is replaced by @r,x0 . More precisely, we will prove the inequality

ˆ
⌦

dnx |x� x0|
↵
|(@r,x0f)(x)|

2 > (n� 2 + ↵)2

4

ˆ
⌦

dnx |x� x0|
↵�2

|f(x)|2, (5.1.7)

valid for f 2 C1

0 (⌦\{x0}), (again, interpreting the right-hand side of (5.1.7) as zero
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if ↵ = 2� n), where ↵ 2 R, ⌦ ⇢ Rn, n 2 N, ⌦ is open with x0 2 ⌦, and

ˆ
⌦

dnx |x� x0|
↵
|(@r,x0f)(x)|

2

>
ˆ
⌦

dnx |x� x0|
↵�2

|f(x)|2
⇢
(n�2+↵)2

4
+
1

4

NX

k=1

kY

j=1

[lnj(�/|x� x0|)]
�2

�
,

(5.1.8)

valid for f 2 C1

0 (⌦\{x0}), assuming that ↵ 2 R, ⌦ ⇢ Rn, n 2 N, ⌦ is open and

bounded with x0 2 ⌦, and � > 0 satisfies 0 < |x� x0| < diam(⌦) < �/eN .

While (5.1.7) is well known, see, for instance, [10, p. 19], [11, Theorem 1.2.5]

(in the case where p = 2, " = 0), [46,50], and [108], inequality (5.1.8) is the principal

result of this paper.

5.2 Refinements of Hardy’s inequality

In this section we present our radial and logarithmic refinements of Hardy’s

inequality.

We start with some preliminary results. We introduce di↵erential operators,

T↵,0, ↵ 2 R, on C1

0 (⌦) if 0 /2 ⌦, respectively, C1

0 (⌦\{0}) if 0 2 ⌦, ⌦ ✓ Rn open,

and T↵,N , ↵ 2 R, N 2 N, on C1

0 (Bn(0; ⇢)\{0}), n > 2, as follows:

T↵,0 := |x|↵@r + [(n� 2 + 2↵)/2]|x|↵�1, N = 0, (5.2.1)

T↵,N := |x|↵@r + [(n� 2 + 2↵)/2]|x|↵�1+ (1/2)|x|↵�1
NX

k=1

kY

j=1

[lnj(�/|x|)]
�1, N 2 N.

(5.2.2)

Then their formal adjoints (with respect to L2(⌦) := L2(⌦; dnx)), denoted by

T+
0,↵, ↵ 2 R, and defined on C1

0 (⌦), respectively, on C1

0 (⌦\{0}), and T+
↵,N

, ↵ 2 R,

N 2 N, defined on C1

0 (Bn(0; ⇢)\{0}), are given by (cf. (5.1.3), (5.1.4))

T+
↵,0 = �|x|↵@r � (n/2)|x|↵�1, N = 0, (5.2.3)

T+
↵,N

= �|x|↵@r � (n/2)|x|↵�1 + (1/2)|x|↵�1
NX

k=1

kY

j=1

[lnj(�/|x|)]
�1, N 2 N. (5.2.4)
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Remark 5.2.1. In the following we will employ a standard convention when repeated

use of di↵erential expressions is involved: given di↵erential expressions Sj, j = 1, 2,

their product S1S2 is used in the usual (operator) sense, that is,

(S1S2f)(x) = (S1(S2f))(x), (5.2.5)

for f in the underlying function space, and similarly for products of three and more

di↵erential expressions. ⇧

Next, we note that one obtains inductively, for ↵ 2 R, N 2 N0 = N [ {0},

@r|x|
↵�1

NY

j=1

[lnj(�/|x|)]
�1 = |x|↵�1

NY

j=1

[lnj(�/|x|)]
�1@r (5.2.6)

+ (↵� 1)|x|↵�2
NY

j=1

[lnj(�/|x|)]
�1 + |x|↵�2

NY

j=1

[lnj(�/|x|)]
�1

NX

k=1

kY

j=1

[lnj(�/|x|)]
�1,

where again
P0

k=1( · ) := 0,
Q0

j=1( · ) = 1.

Using (5.2.6), one can prove the following lemma, which will be useful in

establishing Theorem 5.2.4.

Lemma 5.2.2. Let n 2 N, n > 2, N 2 N0, and ↵ 2 R. Then

T+
↵,N

|x|↵�1
N+1Y

j=1

[lnj(�/|x|)]
�1 + |x|↵�1

N+1Y

j=1

[lnj(�/|x|)]
�1T↵,N

= �|x|2↵�2
N+1Y

j=1

[lnj(�/|x|)]
�2.

(5.2.7)

Proof. Applying (5.2.6) yields

T+
↵,N

|x|↵�1
N+1Y

j=1

[lnj(�/|x|)]
�1

= �|x|↵@r|x|
↵�1

N+1Y

j=1

[lnj(�/|x|)]
�1

� (n/2)|x|2↵�2
N+1Y

j=1

[lnj(�/|x|)]
�1

+ (1/2)|x|2↵�2
N+1Y

j=1

[lnj(�/|x|)]
�1

NX

k=1

kY

j=1

[lnj(�/|x|)]
�1
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=

✓
� |x|2↵�1

N+1Y

j=1

[lnj(�/|x|)]
�1@r � (↵� 1)|x|2↵�2

N+1Y

j=1

[lnj(�/|x|)]
�1

� |x|2↵�2
N+1Y

j=1

[lnj(�/|x|)]
�1

N+1X

k=1

kY

j=1

[lnj(�/|x|)]
�1

◆
� (n/2)|x|2↵�2

N+1Y

j=1

[lnj(�/|x|)]
�1

+ (1/2)|x|2↵�2
N+1Y

j=1

[lnj(�/|x|)]
�1

NX

k=1

kY

j=1

[lnj(�/|x|)]
�1

= �|x|2↵�1
N+1Y

j=1

[lnj(�/|x|)]
�1@r � [(n�2 +2↵)/2]|x|2↵�2

N+1Y

j=1

[lnj(�/|x|)]
�1

� (1/2)|x|2↵�2
N+1Y

j=1

[lnj(�/|x|)]
�1

NX

k=1

kY

j=1

[lnj(�/|x|)]
�1

� |x|2↵�2
N+1Y

j=1

[lnj(�/|x|)]
�2

= �|x|↵�1
N+1Y

j=1

[lnj(�/|x|)]
�1T↵,N � |x|2↵�2

N+1Y

j=1

[lnj(�/|x|)]
�2. (5.2.8)

Lemma 5.2.3. Let N 2 N0, n 2 N, n > 2, and ↵ 2 R. Then

T+
↵,N

T↵,N = �|x|2↵@2
r
� (n� 1 + 2↵)|x|2↵�1@r � [(n� 2 + 2↵)/2]2|x|2↵�2

� (1/4)|x|2↵�2
NX

k=1

kY

j=1

[lnj(�/|x|)]
�2.

(5.2.9)

Proof. We use induction on N 2 N0. For N = 0,

T+
↵,0T↵,0 =

�
� |x|↵@r � (n/2)|x|↵�1

��
|x|↵@r + [(n� 2 + 2↵)/2]|x|↵�1

�

= �|x|↵@r|x|
↵@r � [(n� 2 + 2↵)/2]|x|↵@r|x|

↵�1

� (n/2)|x|2↵�1@r � [n(n� 2 + 2↵)/4]|x|2↵�2

= �|x|2↵@2
r
� (n� 1 + 2↵)|x|2↵�1@r � [(n� 2 + 2↵)/2]2|x|2↵�2, (5.2.10)

For N = 1, a direct computation, employing (5.2.6), yields,

T+
↵,1T↵,1 =

�
T+
0 + (1/2)|x|↵�1[ln(�/|x|)]�1

��
T0 + (1/2)|x|↵�1[ln(�/|x|)]�1

�

= T+
0 T0 + (1/2)

�
T+
0 |x|↵�1[ln(�/|x|)]�1 + |x|↵�1[ln(�/|x|)]�1T0

�

+ (1/4)|x|2↵�2[ln(�/|x|)]�2
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= T+
0 T0 � (1/2)|x|2↵�2[ln(�/|x|)]�2 + (1/4)|x|2↵�2[ln(�/|x|)]�2

= �|x|2↵@2
r
� (n� 1 + 2↵)|x|2↵�1@r � [(n� 2 + 2↵)/2]2|x|2↵�2

� (1/4)|x|2↵�2[ln(�/|x|)]�2. (5.2.11)

Assuming (5.2.9) holds for N 2 N, an application of Lemma 5.2.2 then yields for

N + 1,

T+
↵,N+1T↵,N+1

=

✓
T+
↵,N

+ (1/2)|x|↵�1
N+1Y

j=1

[lnj(�/|x|)]
�1

◆✓
T↵,N + (1/2)|x|↵�1

N+1Y

j=1

[lnj(�/|x|)]
�1

◆

= T+
↵,N

T↵,N +
1

2

✓
T+
↵,N

|x|↵�1
N+1Y

j=1

[lnj(�/|x|)]
�1 + |x|↵�1

N+1Y

j=1

[lnj(�/|x|)]
�1T↵,N

◆

+ (1/4)|x|2↵�2
N+1Y

j=1

[lnj(�/|x|)]
�2

= T+
↵,N

T↵,N � (1/4)|x|2↵�2
N+1Y

j=1

[lnj(�/|x|)]
�2

= �|x|2↵@2
r
� (n� 1 + 2↵)|x|2↵�1@r � [(n� 2 + 2↵)/2]2|x|2↵�2

� (1/4)|x|2↵�2
N+1X

k=1

kY

j=1

[lnj(�/|x|)]
�2. (5.2.12)

Given these preliminaries, now we can show the following result.

Theorem 5.2.4. Let ⌦ ✓ Rn be open, n 2 N, ↵ 2 R, with x0 2 ⌦.

(i) Then, for all f 2 C1

0 (⌦\{x0}),

ˆ
⌦

dnx |x� x0|
↵
|(rf)(x)|2 >

ˆ
⌦

dnx |x� x0|
↵
|(@r,x0f)(x)|

2

> (n� 2 + ↵)2

4

ˆ
⌦

dnx |x� x0|
↵�2

|f(x)|2. (5.2.13)
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(ii) Let N 2 N, and suppose in addition that ⌦ ⇢ Rn is bounded. Assume � > 0 is

such that 0 < diam(⌦) < �/eN , where eN is as in (5.1.4), and let lnj( · ), j 2 N, be

as in (5.1.3), (5.1.4). Then for all f 2 C1

0 (⌦\{x0}) we have

ˆ
⌦

dnx |x� x0|
↵
|(rf)(x)|2 >

ˆ
⌦

dnx |x� x0|
↵
|(@r,x0f)(x)|

2

>
ˆ
⌦

dnx |x� x0|
↵�2

|f(x)|2
⇢
(n�2+↵)2

4
+

1

4

NX

k=1

kY

j=1

[lnj(�/|x� x0|)]
�2

�
. (5.2.14)

Proof. It su�ces to focus on item (ii) only. As a first step we establish the latter in

the special case where ⌦ = Bn(0; ⇢), x0 = 0, with ⇢, � > 0 and ⇢ < �/eN . Thus, we

will prove that, for all f 2 C1

0 (Bn(0; ⇢)),

ˆ

Bn(0;⇢)

dnx |(rf)(x)|2 >
ˆ

Bn(0;⇢)

dnx |(@rf)(x)|
2

>
ˆ

Bn(0;⇢)

dnx |x|�2
|f(x)|2

⇢
(n� 2 + ↵)2

4
+

1

4

NX

k=1

kY

j=1

[lnj(�/|x|)]
�2

�
.

(5.2.15)

Define T↵,N and T+
↵,N

as in (5.2.1)–(5.2.4), respectively. For simplicity, we will

work with f 2 C1

0 (Bn(0; ⇢)\{0}) for n 2 N. However, all integrals extend to

f 2 C1

0 (Bn(0; ⇢)).

By Lemma 5.2.3, one has

0 6
ˆ

Bn(0;⇢)

dnx |(T↵,Nf)(x)|
2 =

ˆ

Bn(0;⇢)

dnx f(x)(T+
↵,N

T↵,Nf)(x)

= �

ˆ

Bn(0;⇢)

dnx |x|2↵f(x)(@2
r
f)(x)� (n� 1 + 2↵)

ˆ

Bn(0;⇢)

dnx |x|2↵�1f(x)(@rf)(x)

� [(n� 2 + 2↵)/2]2
ˆ

Bn(0;⇢)

dnx |x|2↵�2
|f(x)|2

� (1/4)
NX

k=1

ˆ

Bn(0;⇢)

dnx |x|2↵�2
|f(x)|2

kY

j=1

[lnj(�/|x|)]
�2. (5.2.16)
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Considering the identity,
ˆ

Bn(0;⇢)

dnx |x|2↵f(x)(@2
r
f)(x) = �

ˆ

Bn(0;⇢)

dnx |x|2↵|(@rf)(x)|
2

� (n� 1 + 2↵)

ˆ

Bn(0;⇢)

dnx |x|2↵�1f(x)(@rf)(x), f 2 C1

0 (Bn(0; ⇢)),
(5.2.17)

(5.2.16) becomes

0 6
ˆ

Bn(0;⇢)

dnx |(T↵,Nf)(x)|
2

=

ˆ

Bn(0;⇢)

dnx |x|2↵|(@rf)(x)|
2
� [(n� 2 + 2↵)/2]2

ˆ

Bn(0;⇢)

dnx |x|2↵�2
|f(x)|2

� (1/4)
NX

k=1

ˆ

Bn(0;⇢)

dnx |x|2↵�2
|f(x)|2

kY

j=1

[lnj(�/|x|)]
�2, (5.2.18)

Rearranging (5.2.18), and replacing ↵ 2 R by ↵/2 2 R, yields
ˆ

Bn(0;⇢)

dnx |x|↵|(@rf)(x)|
2

>
ˆ

Bn(0;⇢)

dnx |x|↵�2
|f(x)|2

⇢
(n� 2 + ↵)2

4
+

1

4

NX

k=1

kY

j=1

[lnj(�/|x|)]
�2

�
.

(5.2.19)

Next, let ⌦ = Bn(x0; ⇢) ⇢ Rn. The proof of (5.2.14) is entirely similar to that

of (5.2.15), upon replacing T↵,N by

T↵,N,x0 := |x� x0|
↵@r,x0 + [(n� 2 + 2↵)/2]|x� x0|

↵�1

+ (1/2)|x� x0|
↵�1

NX

k=1

kY

j=1

[lnj(�/|x� x0|)]
�1,

(5.2.20)

and similarly, replacing T+
↵,N

by

T+
↵,N,x0

=� |x� x0|
↵@r,x0 � (n/2)|x� x0|

↵�1

+ (1/2)|x� x0|
↵�1

NX

k=1

kY

j=1

[lnj(�/|x� x0|)]
�1.

(5.2.21)
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It then follows that

T+
↵,N,x0

T↵,N,x0 = �|x�x0|
2↵@2

r,x0
�(n�1+2↵)|x�x0|

2↵�1@r,x0

� [(n�2 +2↵)/2]2|x�x0|
2↵�2

�(1/4)|x�x0|
2↵�2

NX

k=1

kY

j=1

[lnj(�/|x�x0|)]
�2,

(5.2.22)

and continuing as in the proof of (5.2.15) yields (5.2.14) for ⌦ = Bn(x0; ⇢).

For an arbitrary bounded domain ⌦ ⇢ Rn with some fixed x0 2 ⌦, we pick

some ⇢ > 0 such that 0 < diam(⌦) < ⇢ < �/eN . Since C1

0 (⌦) ✓ C1

0 (Bn(x0; ⇢))

(extending functions in C1

0 (⌦) by zero outside ⌦), inequality (5.2.14) follows.

Remark 5.2.5. (i) If in addition, we assume ↵ > 2 � n then the functions f 2

C1

0 (⌦\{x0}) in Theorem 5.2.4 can be replaced by f 2 C1

0 (⌦).

(ii) Upon referring to the spherically symmetric case and oscillation theory for the

second order di↵erential expression

�
d2

dr2
�

1

4r2
�

1

4r2

NX

k=1

kY

j=1

[lnj(�/r)]
�2, (5.2.23)

with r > 0 for N = 0 and 0 < r < �/eN for n 2 N, discussed in [56], one verifies

that the constants (n� 2)2/4 and 1/4 in (5.2.14) are optimal.

(iii) We note that our proof of (5.2.15), most likely, is not the shortest possible one,

but brevity was not the point we had in mind. Instead, as was demonstrated in [50]

(see also [108]), the value of our strategy of proof, relying on factorizations as in

(5.2.9), lies in the wide applicability of this approach to higher-order inequalities,

such as the well-known Rellich inequality and beyond. This will be more system-

atically explored elsewhere [52]. We also note that Theorem 5.2.4 can be further

generalized by combining the results found in Chapter Four with the method of

polar coordinates shown in Chapter Six. ⇧

We conclude with some applications of (5.2.13), (5.2.14) to Schrödinger op-

erators with strongly singular potentials. Let J ✓ N be an index set, and let
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{xj}j2J ⇢ Rn, n 2 N, n > 2, be a set of points such that

inf
j,j

0
2J

j 6=j
0

|xj � xj0 | > "0 (5.2.24)

for some "0 > 0. In addition, let n 2 N, let ⇠j, ⌘j 2 R, j 2 J , and let �, �, ⇠, ⌘ 2 (0,1)

with

|⇠j|6⇠<(n�2)2/4, |⌘j|6⌘<1/4, j2J, 0<"0<4�/eN , n>3. (5.2.25)

Next, we introduce the potential

W (x)=
X

j2J

e��|x�xj |


⇠j

|x� xj|
2
+⌘j�Bn(xj ;"0/4)(x)

mX

`=1

`Y

k=1

[lnj(�/|x�xj|)]
�2

�
,

x 2 Rn
\ {xj}j2J , n > 3, (5.2.26)

with �M the characteristic function of M ⇢ Rn.

Then an application of (5.2.14) (actually, (5.2.15) with ⇢ = "0/4) combined

with [54, Theorem 3.2] shows that W (and hence, any scalar potential V satisfying

|V | 6 |W |+W0 a.e. on Rn, with 0 6 W0 2 L1(Rn)) is form bounded with respect to

H0 = ��, dom(H0) = H2(Rn) in L2(Rn), n > 3, with form bound strictly less than

one (cf. also [31, p. 28–29], and the example in [54, p. 1033–1034]). In this context

we recall that dom
�
H1/2

0

�
= H1(Rn), and that C1

0 (Rn) is a form core for H0.

Finally, when we replace (5.2.26) by

W (x) =
X

j2J

e��|x�xj |⌘j�Bn(xj ;"0/4)(x)
mX

`=1

`Y

k=1

[lnj(�/|x� xj|)]
�2,

x 2 R2
\ {xj}j2J ,

(5.2.27)

with �, �, ⌘ 2 (0,1) and |⌘j| 6 ⌘ < 1/4, j 2 J , 0 < "0 < 4�/eN , these form bound-

edness considerations with respect to H0 = ��, dom(H0) = H2(R2) in L2(R2), with

form bound strictly less than one, extend to the case where n = 2.
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CHAPTER SIX

On Multidimensional Power Weighted Birman–Hardy–Rellich-type Inequalities
with Radial Refinements

6.1 Introduction

We begin by recalling the Birman–Hardy–Rellich integral inequalities

ˆ
1

0

dx
��f (m)(x)

��2 > [(2m� 1)!!]2

22m

ˆ
1

0

dx x�2m
|f(x)|2, m 2 N, (6.1.1)

valid for f 2 C1

0 ((0,1)), proved by M. Š. Birman in [19]. Since the establishment

of (6.1.1), a great amount of research has been dedicated to the pursuit of improving

these inequalities, such as: extending to p 2 [1,1), logarithmically weaker singular

potentials, optimal function spaces, vector-valued functions, weight functions, mul-

tidimensional domains, and radial derivatives/Laplacian. This note focuses on the

last five items, discussing new results in these areas.

We introduce the radial derivative @r, given by

@r := |x|�1x ·r, x 2 Rn
\{0}, r = |x|, n 2 N, n > 2, (6.1.2)

as well as the radial Laplacian �r,

�r := r1�n@rr
n�1@r = @2

r
+ (n� 1)r�1@r. (6.1.3)

Recall that the Laplacian �, in n-dimensional polar coordinates, can be expressed

as

� = �r + r�2�Sn�1 , (6.1.4)

where �Sn�1 is the Laplace-Beltrami operator on the (n� 1)-sphere Sn�1
⇢ Rn. We

will be considering the radial di↵erential expressions @r(��r)m�1, and respectively

(��r)m, for m 2 N, interpreting @r(��r)0 := @r.

106



Given m,n 2 N and ↵ 2 R, we define the constants

A0(m,n,↵) :=
bm/2cY

j=1

✓
n+ 2m� 4j � ↵

2

◆2
,

A00(m,n,↵) :=
b(m�1)/2cY

k=0

✓
n� 2m+ 4k + ↵

2

◆2
,

A(m,n,↵) := A0(m,n,↵)A00(m,n,↵),

(6.1.5)

denoting
Q0

j=1( · ) := 1.

Remark 6.1.1. Given m,n 2 N and ↵ 2 R, we make the following observations:

(i) If m is odd,

A(m,n,↵) =
(m�1)/2Y

j=1

✓
n� 2 + 4j � ↵

2

◆2 (m+1)/2Y

k=1

✓
n+ 2� 4k + ↵

2

◆2
. (6.1.6)

(ii) If m is even,

A(m,n,↵) =
m/2Y

j=1

✓
n� 4 + 4j � ↵

2

◆2 m/2Y

k=1

✓
n� 4k + ↵

2

◆2
. (6.1.7)

⇧

The multidimensional analogue of (6.1.1) for the special Hardy case m = 1,

with the gradient r replaced by radial derivative @r, was established in [51],
ˆ
⌦

dnx |x|↵
��(@rf)(x)

��2 > (n� 2 + ↵)2

4

ˆ
⌦

dnx |x|↵�2
|f(x)|2,

f 2 C1

0 (Rn
\{0}), n 2 N,

(6.1.8)

as a consequence of a more general result that included iterated logarithmic refine-

ment terms. In this note, we continue the notion of radial refinements in (6.1.8)

to include all higher ordered derivatives in this multidimensional context, replac-

ing the standard di↵erential expressions r(��)m, (��)m, m 2 N, (see for in-

stance [12–15,114]) with their radial counterparts @r(��r)m, (��r)m, m 2 N.

In section 6.2 we give a brief review of integration in polar coordinates, recalling

how the Lebesgue-induced Borel measure em on (0,1) ⇥ Sn�1 can be expressed as
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a product em = �⇥ !, where � denotes the measure rn�1dr on (0,1) and ! = !n�1

denotes the surface measure on the unit sphere Sn�1. This construction yields the

integral identity,

ˆ
Rn

dnx f(x) =

ˆ
Sn�1

d!(✓)

ˆ
1

0

rn�1dr f(r, ✓), f 2 L1(Rn), (6.1.9)

with an analogous result for f 2 L1(Bn(0; ⇢)), where Bn(0; ⇢) ⇢ Rn denotes the open

ball in Rn of radius ⇢ 2 (0,1) centered at the origin. In section 6.3, we establish

the radial power weighted Birman-type inequalities

ˆ
Rn

dnx |x|↵
��(@r(��r)

m�1f)(x)
��2 > A(2m�1, n,↵)

ˆ
Rn

dnx |x|↵�4m+2
|f(x)|2,

(6.1.10)

and analogously for the even ordered derivatives

ˆ
Rn

dnx |x|↵
��((��r)

mf)(x)
��2 > A(2m,n,↵)

ˆ
Rn

dnx |x|↵�4m
|f(x)|2, (6.1.11)

for all f 2 C1

0 (Rn
\{0}), where m,n 2 N, and ↵ 2 R.

In section 6.4 we reconsider the weighted Birman-type inequalities on bounded

domains ⌦ ⇢ Rn with the standard power weight |x|↵,↵ 2 R, replaced by functions

given as the shortest, and farthest, distance to the boundary @⌦ = ⌦\⌦�, in the

special case ⌦ = Bn(0; ⇢). These distance functions � and ' on ⌦, are given by

�(x) := inf
y2@⌦

|x� y|, '(x) := sup
y2@⌦

|x� y|, x 2 ⌦. (6.1.12)

Following similar methods to section 6.3, we establish Birman-type inequalities,

ˆ
b

a

dr �(r)↵
��F (m)(r)

��2 > A(m, 1,↵)

ˆ
b

a

dr �(r)↵�2m
|F (r)|2. (6.1.13)

for all F 2 Hm

0 ((a, b); �(r)↵dr), where m 2 N, a, b,↵ 2 R, a < b with ↵ < 1, and also

ˆ
b

a

dr '(r)↵
��F (m)(r)

��2 > A(m, 1,↵)

ˆ
b

a

dr '(r)↵�2
|F (r)|2. (6.1.14)
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for all F 2 Hm

0 ((a, b);'(r)↵dr), where m 2 N, a, b,↵ 2 R, a < b with ↵ > 2m � 1,

where, given a weight function 0 6 w 2 L1
loc
((a, b); dx), Hm

0 ((a, b);w(r)dr) de-

notes the standard, w-weighted Sobolev space on (a, b) obtained upon completion

of C1

0 ((a, b)) in the norm of Hm((a, b);w(r)dr). The multidimensional analogue of

(6.1.13), (6.1.14), is then established:ˆ
Bn(0;⇢)

dnx �(x)↵
��(@r(��r)

m�1f)(x)
��2

> A(2m� 1, n,↵)

ˆ
Bn(0;⇢)

dnx �(x)↵�4m+2
|f(x)|2,

(6.1.15)

and ˆ
Bn(0;⇢)

dnx �(x)↵
��((��r)

mf)(x)
��2

> A(2m,n,↵)

ˆ
Bn(0;⇢)

dnx �(x)↵�4m
|f(x)|2,

(6.1.16)

for all f 2 C1

0 (Bn(0; ⇢)\{0}), where m,n 2 N, ⇢ 2 (0,1), ↵ 2 R, and ↵ < 2 � n.

A similar result to (6.1.15), (6.1.16), with certain modified constants eA(m,n,↵),

m,n 2 N,↵ 2 R, which we introduce in (6.4.11), is then established for the farthest

distance to the boundary:ˆ
Bn(0;⇢)

dnx'(x)↵
��(@r(��r)

m�1f)(x)
��2

> eA(2m� 1, n,↵)

ˆ
Bn(0;⇢)

dnx'(x)↵�4m+2
|f(x)|2,

(6.1.17)

for all f 2 C1

0 (Bn(0; ⇢)\{0}), where m,n 2 N, ⇢ 2 (0,1), ↵ 2 R, and ↵ >

4m� 2� n; as well asˆ
Bn(0;⇢)

dnx'(x)↵
��((��r)

mf)(x)
��2

> eA(2m,n,↵)

ˆ
Bn(0;⇢)

dnx'(x)↵�4m
|f(x)|2,

(6.1.18)

for all f 2 C1

0 (Bn(0; ⇢)\{0}), where ↵ > 4m� n.

Furthermore, we show that all inequalities given are strict for all f 6⌘ 0 (resp.

F 6⌘ 0). Finally, in section 6.5 we indicate that all results naturally extend to

H-valued functions, where H is a complex, separable Hilbert space.
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We begin by briefly reviewing n-dimensional integration using polar coordi-

nates.

6.2 Integration with Polar Coordinates

In this section, we briefly review a canonical result of n-dimensional integration

in polar coordinates that allows one to express the Lebesgue measure in Rn as a

product of the measure rn�1dr on (0,1) and the surface measure on the unit sphere.

See, for instance [48, Section 2.7] for more details.

Denoting the unit sphere {x 2 Rn : |x| = 1} by Sn�1, the polar coordinates of

x 2 Rn
\{0} are given by

r = |x| 2 (0,1), ✓ = x/|x| 2 Sn�1. (6.2.1)

Recall Rn
\{0} ⇠= (0,1)⇥ Sn�1 via the bijection

� : Rn
\{0} ! (0,1)⇥ Sn�1, x 7! (r, ✓), (6.2.2)

with inverse ��1(r, ✓) = r✓, allowing us to identify functions f(x) on Rn
\{0} as

functions f(r, ✓) on (0,1)⇥ Sn�1.

We denote by em the Borel measure on (0,1)⇥ Sn�1 given by

em(E) := m(��1(E)), E ✓ (0,1)⇥ Sn�1, (6.2.3)

where m denotes standard Lebesgue measure on Rn. Also, we define the measure �

on (0,1) via

�(E) :=

ˆ
E

rn�1dr, E ⇢ (0,1). (6.2.4)

Finally, let ! = !n�1 denote the unique Borel measure on Sn�1 (see the proof

of [48, Theorem 2.49] for an explicit construction) satisfying

em = � ⇥ !. (6.2.5)
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Given this notation, and recalling Fubini-Tonelli, for any f 2 L1(Rn),

ˆ
Rn

dnx f(x) =

ˆ
1

0

rn�1dr

ˆ
Sn�1

d!(✓) f(r, ✓) =

ˆ
Sn�1

d!(✓)

ˆ
1

0

rn�1dr f(r, ✓).

(6.2.6)

Analogously, if Bn(0; ⇢) ⇢ Rn denotes {x 2 Rn : |x| < ⇢} the open ball in Rn of

radius ⇢ 2 (0,1) centered at the origin, then using a similar construction as above,

one has for any f 2 L1(Bn(0; ⇢)),

ˆ
Bn(0;⇢)

dnx f(x) =

ˆ
Sn�1

d!(✓)

ˆ
⇢

0

rn�1dr f(r, ✓). (6.2.7)

Furthermore, if f 2 L1(Rn) (resp. f 2 L1(Bn(0; ⇢))) satisfies f(x) = g(|x|) for some

function g on (0,1) (resp. (0, ⇢)), then

ˆ
Rn

dnx f(x) = !(Sn�1)

ˆ
1

0

rn�1dr g(r), (6.2.8)

and respectively,

ˆ
Bn(0;⇢)

dnx f(x) = !(Sn�1)

ˆ
⇢

0

rn�1dr g(r). (6.2.9)

The identities (6.2.6) and (6.2.7) will be particularly useful throughout sections 6.3

and 6.4, respectively.

6.3 Radial Power Weighted Birman–Hardy–Rellich-type Inequalities

Using the elementary notion of polar coordinates from section 6.2, we establish

the multidimensional Birman inequalities with power weights and radial refinements.

6.3.1 Hardy and Rellich Inequalities

We first give a trivial proof of the multidimensional Hardy inequality with the

gradient r replaced by the radial derivative @r using polar coordinates from section

6.2. A more general result, that includes logarithmic refinement terms, was proven

in [51] using factorizations of di↵erential operators.
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Proposition 6.3.1. Fix n 2 N and ↵ 2 R. Then for all f 2 C1

0 (Rn
\{0}),

ˆ
Rn

dnx |x|↵
��(@rf)(x)

��2 > (n� 2 + ↵)2

4

ˆ
Rn

dnx |x|↵�2
|f(x)|2. (6.3.1)

Moreover, inequality (6.3.1) is strict for f 6⌘ 0.

Proof. Let f 2 C1

0 (Rn
\{0}). Using (6.2.6), and applying the one-dimensional Hardy

inequality to

F ( · ) := f( · , ✓) 2 C1

0 ((0,1)), (6.3.2)

for each fixed ✓ 2 Sn�1, yields

ˆ
Rn

dnx |x|↵
��(@rf)(x)

��2 =
ˆ
Sn�1

d!(✓)

ˆ
1

0

dr rn�1+↵
��(@rf)(r, ✓)

��2

>
ˆ
Sn�1

d!(✓)
(n� 2 + ↵)2

4

ˆ
1

0

dr rn�3+↵
|f(r, ✓)|2

=
(n� 2 + ↵)2

4

ˆ
Sn�1

d!(✓)

ˆ
1

0

dr rn�3+↵
|f(r, ✓)|2

=
(n� 2 + ↵)2

4

ˆ
Rn

dnx |x|↵�2
|f(x)|2. (6.3.3)

Furthermore, if f 6⌘ 0 then F 6⌘ 0 and hence the inequality in (6.3.3) is strict.

We now establish the power weighted Rellich inequality with the Laplacian �

replaced by its radial counterpart �r.

Lemma 6.3.2. Fix n 2 N and ↵ 2 R. Then for all F 2 C1

0 ((0,1)),
ˆ

1

0

dr rn�1+↵
��F 00(r) + (n� 1)r�1F 0(r)

��2

> (n� ↵)2(n� 4 + ↵)2

16

ˆ
1

0

dr rn�5+↵
|F (r)|2.

(6.3.4)

Moreover, inequality (6.3.4) is strict for F 6⌘ 0.

Proof. Let F 2 C1

0 ((0,1)), and without loss of generality assume F is R-valued.

Integration by parts, and two applications of the Hardy inequality, yield

ˆ
1

0

dr rn�1+↵
⇥
F 00(r) + (n� 1)r�1F 0(r)

⇤2
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=

ˆ
1

0

dr rn�1+↵
⇥
F 00(r)

⇤2
+ 2(n� 1)

ˆ
1

0

dr rn�2+↵F 0(r)F 00(r)

+ (n� 1)2
ˆ

1

0

dr rn�3+↵
⇥
F 0(r)

⇤2

=

ˆ
1

0

dr rn�1+↵
⇥
F 00(r)

⇤2
+ [(n�1)2 � (n�1)(n�2+↵)]

ˆ
1

0

dr rn�3+↵
⇥
F 0(r)

⇤2

> [14(n� 2 + ↵)2 + (n� 1)2 � (n� 1)(n� 2 + ↵)]

ˆ
1

0

dr rn�3+↵
⇥
F 0(r)

⇤2

=
(n� ↵)2

4

ˆ
1

0

dr rn�3+↵
⇥
F 0(r)

⇤2

> (n� ↵)2(n� 4 + ↵)2

16

ˆ
1

0

dr rn�5+↵[F (r)]2. (6.3.5)

Furthermore, if F 6⌘ 0 the last inequality in (6.3.5) is strict.

Proposition 6.3.3. Fix n 2 N and ↵ 2 R. Then for all f 2 C1

0 (Rn
\{0}),

ˆ
Rn

dnx |x|↵
��(��rf)(x)

��2 > (n� ↵)2(n� 4 + ↵)2

16

ˆ
Rn

dnx |x|↵�4
|f(x)|2. (6.3.6)

Moreover, inequality (6.3.6) is strict for f 6⌘ 0.

Proof. Let f 2 C1

0 (Rn
\{0}). Using (6.2.6), and applying Lemma 6.3.2 to

F ( · ) := f( · , ✓) 2 C1

0 ((0,1)), (6.3.7)

for each fixed ✓ 2 Sn�1, yields

ˆ
Rn

dnx |x|↵
��(��rf)(x)

��2

=

ˆ
Sn�1

d!(✓)

ˆ
1

0

dr rn�1+↵
��(@2

r
f)(r, ✓) + (n� 1)r�1(@rf)(r, ✓)

��2

>
ˆ
Sn�1

d!(✓)
(n� ↵)2(n� 4 + ↵)2

16

ˆ
1

0

dr rn�5+↵
|f(r, ✓)|2

=
(n� ↵)2(n� 4 + ↵)2

16

ˆ
Sn�1

d!(✓)

ˆ
1

0

dr rn�5+↵
|f(r, ✓)|2

=
(n� ↵)2(n� 4 + ↵)2

16

ˆ
Rn

dnx |x|↵�4
|f(x)|2. (6.3.8)

Furthermore, if f 6⌘ 0 then F 6⌘ 0 so (6.3.8) is strict by Lemma 6.3.2.
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6.3.2 Birman Inequality

We conclude this section by proving the multidimensional power weighted

Birman inequalities with r(��)m and (��)m replaced by their radial analogues

@r(��r)m, and (��r)m, respectively.

Theorem 6.3.4. Fix m,n 2 N, and ↵ 2 R. For all f 2 C1

0 (Rn
\{0}),

(i)

ˆ
Rn

dnx |x|↵
��(@r(��r)

m�1f)(x)
��2 > A(2m�1, n,↵)

ˆ
Rn

dnx |x|↵�4m+2
|f(x)|2;

(6.3.9)

(ii)

ˆ
Rn

dnx |x|↵
��((��r)

mf)(x)
��2 > A(2m,n,↵)

ˆ
Rn

dnx |x|↵�4m
|f(x)|2. (6.3.10)

Moreover, inequalities (6.3.9)and (6.3.10) are strict for f 6⌘ 0.

Proof. For part (i), we use induction over m 2 N. The case m = 1 holds by

Proposition 6.3.1. Assuming (6.3.9) holds for m 2 N, inductive hypothesis and

Proposition 6.3.3 yields for m+ 1,

ˆ
Rn

|x|↵
��(@r(��r)

mf)(x)
��2

=

ˆ
Rn

|x|↵
��[@r(��r)

m�1(��r)f ](x)
��2

> A(2m� 1, n,↵)

ˆ
Rn

dnx |x|↵�4m+2
��(��rf)(x)

��2

> A(2m� 1, n,↵)A(2, n,↵� 4m+ 2)

ˆ
Rn

dnx |x|↵�4m�2
|f(x)|2. (6.3.11)

Recalling Remark 6.1.1 (i),

A(2m� 1, n,↵)A(2, n,↵� 4m+ 2)

=
m�1Y

j=1

✓
n� 2 + 4j � ↵

2

◆2 mY

k=1

✓
n+ 2� 4k + ↵

2

◆2

⇥

✓
n� (↵� 4m+ 2)

2

◆2✓n� 4 + (↵� 4m+ 2)

2

◆2

=
m�1Y

j=1

✓
n� 2 + 4j � ↵

2

◆2 mY

k=1

✓
n+ 2� 4k + ↵

2

◆2
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⇥

✓
n� 2 + 4m� ↵

2

◆2✓n� 4m� 2 + ↵

2

◆2

=
mY

j=1

✓
n� 2 + 4j � ↵

2

◆2 m+1Y

k=1

✓
n+ 2� 4k + ↵

2

◆2

= A(2m+ 1, n,↵). (6.3.12)

Furthermore, if f 6⌘ 0 the last inequality in (6.3.11) is strict by Proposition 6.3.3.

Part (ii) follows similarly, using Proposition 6.3.3 for the case m = 1 and

recalling Remark 6.1.1 (ii) to show A(2m,n,↵)A(2, n,↵�4m) = A(2m+2, n,↵).

Remark 6.3.5. The constants A(m,n,↵) in Theorem 6.3.4 are the well-known opti-

mal constants for such inequalities. See for instance [12, 13,15,29, 53,59,114].

Furthermore, the function space C1

0 (Rn
\{0}) in Theorem 6.3.4 can be replaced

by C1

0 (Rn) in part (i) if we further assume ↵ > 4m � 2 � n, and respectively, in

part (ii) if ↵ > 4m� n. ⇧

6.4 Weighted Sobolev Spaces and Distance to the Boundary

Having established the radial Birman inequalities with standard power weights

|x|↵, ↵ 2 R, we now wish to consider the more general power-type weight functions

given by the shortest, and farthest, distance to the boundary @⌦ = ⌦\⌦� of a

bounded open set ⌦ ⇢ Rn. In particular, we consider the special case ⌦ = Bn(0; ⇢),

⇢ 2 (0,1). Our method of proof involves first extending the one-dimensional power

weighted case to optimal Sobolev-type function spaces of left/right endpoint vanish-

ing functions on the interval (a, b), a, b 2 R, a < b, then establishing the distance-

weighted Birman inequalities by dividing the interval (a, b) in halves, and finally,

extending to multi-dimensions as in section 6.3.

Thus, we begin by introducing the following Sobolev-type spaces:

Given m 2 N, a, b 2 R, a < b, let 0 6 w 2 L1
loc
((a, b); dr) be an arbitrary
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weight function. We introduce the function space Hm

L
([a, b];w(r)dr), given by

Hm

L
([a, b];w(r)dr) := {F : [a, b] ! C | F (m)

2 L2((a, b);w(r)dr);

F (j)
2 AC([a, b]);F (j)(a) = 0, j = 0, 1, . . . ,m� 1},

(6.4.1)

and analogously, the space Hm

R
([a, b];w(r)dr) of right vanishing functions,

Hm

R
([a, b];w(r)dr) := {F : [a, b] ! C | F (m)

2 L2((a, b);w(r)dr);

F (j)
2 AC([a, b]);F (j)(b) = 0, j = 0, 1, . . . ,m� 1}.

(6.4.2)

We denote by Hm

0 ((a, b);w(r)dr) the standard weighted Sobolev space on (a, b) ob-

tained upon completion of C1

0 ((a, b)) in the norm of Hm((a, b);w(r)dr);

Hm((a, b);w(r)dr) =
�
F : [a, b] ! C

��F (j)
2 AC([a, b]), j = 0, 1, . . . ,m� 1;

F (k)
2 L2((a, b);w(r)dr), k = 0, 1, . . . ,m

 
,

(6.4.3)

and

Hm

0 ((a, b);w(r)dr) =
�
F 2 Hm((a, b);w(r)dr)

��F (j)(a) = F (j)(b) = 0,

j = 0, 1, . . . ,m� 1
 
.

(6.4.4)

Observe that for m 2 N, m > 2, and k = 1, . . . ,m� 1,

F 2 Hm

L/R
([a, b];w(r)dr) implies F (k)

2 Hm�k

L/R
([a, b];w(r)dr), (6.4.5)

and analogously,

F 2 Hm

0 ((a, b);w(r)dr) implies F (k)
2 Hm�k

0 ((a, b);w(r)dr). (6.4.6)

This fact will be useful throughout section 6.4.

The weight functions w considered in (6.4.1) and (6.4.2) will be the standard

power-type functions (r � a)↵, (b � r)↵, for appropriate ↵ 2 R, yielding the spaces

Hm

L/R
([a, b]; (r � a)↵dr) and Hm

L/R
([a, b]; (b� r)↵dr), respectively.
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For the Sobolev space (6.4.4), we will consider the shortest, and farthest,

distance functions to the boundary {a, b} of the interval (a, b). We define these

functions in the more general multidimensional setting below:

Given n 2 N, suppose ⌦ ⇢ Rn is bounded and open with boundary @⌦ =

⌦\⌦�. We introduce the shortest distance function � on ⌦,

�(x) := inf
y2@⌦

|x� y|, x 2 ⌦, (6.4.7)

and the farthest distance function ' on ⌦, given by

'(x) := sup
y2@⌦

|x� y|, x 2 ⌦. (6.4.8)

For the special case n = 1, ⌦ = (a, b) ⇢ R, (6.4.7) and (6.4.8) become

�(r) = min{r � a, b� r}, '(r) = max{r � a, b� r}, r 2 (a, b). (6.4.9)

Furthermore, if n 2 N, ⌦ = Bn(0; ⇢) or Bn(0; ⇢)\{0}, then both � and ' are radial.

That is,

�(x) = �(|x|), '(x) = '(|x|), x 2 Bn(0; ⇢)\{0}. (6.4.10)

Finally, we introduce the modified constants eA(m,n,↵), m,n 2 N,↵ 2 R,

given by

eA(m,n,↵) :=

8
>>>>>>>>>>><

>>>>>>>>>>>:

✓
n�2+↵

2

◆2 (m�1)/2Y

j=1

✓
3n�4j�2+↵

2

◆2 (m�1)/2Y

k=1

✓
n�4k�2+↵

2

◆2
,

if m is odd,

m/2Y

j=1

✓
3n� 4j + ↵

2

◆2 m/2Y

k=1

✓
n� 4k + ↵

2

◆2
, if m is even,

(6.4.11)

again with
Q0

k=1( · ) := 1.
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Remark 6.4.1. In the special case n = 1, observe that

eA(m, 1,↵) = A(m, 1,↵), (6.4.12)

for all m 2 N, ↵ 2 R. ⇧

Given these preliminaries, we now establish the distance-weighted Birman-

type inequalities in one-dimension on the optimal function spaces, as well as their

multidimensional analogues with radial refinements.

6.4.1 Hardy and Rellich Inequalities

We first establish the multidimensional radial Hardy inequality with the short-

est/farthest distance weights, beginning with a trivial proof of the one-dimensional

case on the optimal spaces of left/right vanishing functions of Sobolev type. An al-

ternate proof of Lemma 6.4.2 can be derived mutatis mutandis from the unweighted

result in [53, Theorem 7.1], and an even more general result can be found in [29, Ex-

ample 3.2.3], for instance.

Lemma 6.4.2. Fix a, b, c,↵ 2 R, a < c < b, and assume ↵ < 1. The following hold:

(i) For all F 2 H1
L
([a, b]; (r � a)↵dr),

ˆ
c

a

dr (r � a)↵
��F 0(r)

��2 > (1� ↵)2

4

ˆ
c

a

dr (r � a)↵�2
|F (r)|2. (6.4.13)

(ii) For all F 2 H1
R
([a, b]; (b� r)↵dr),

ˆ
b

c

dr (b� r)↵
��F 0(r)

��2 > (1� ↵)2

4

ˆ
b

c

dr (b� r)↵�2
|F (r)|2. (6.4.14)

Moreover, inequalities (6.4.13) and (6.4.14) are strict for F 6⌘ 0.

Proof. For part (i), without loss of generality take a = 0 and assume 0 6= F 2

H1
L
([0, b]; r↵dr) is R-valued.

Integration by parts, and the Cauchy-Schwarz inequality (see Remark 6.4.3

below), yield
ˆ

c

0

dr r↵�2[F (r)]2 =
1

↵� 1

ˆ
c

0

dr (r↵�1)0[F 0(r)]2

118



=
1

↵� 1

⇢
r↵�1F (r)

���
c

0
� 2

ˆ
c

0

dr r↵�1F (r)F 0(r)

�

=
�c↵�1F (c)

1� ↵
+

2

1� ↵

ˆ
c

0

dr r↵�1F (r)F 0(r)

6 2

1� ↵

ˆ
c

0

dr r↵�1F (r)F 0(r)

=
2

1� ↵

ˆ
c

0

dr
�
r↵/2�1F (r)

��
r↵/2F 0(r)

�

6 2

1� ↵

✓ˆ
c

0

dr r↵�2[F (r)]2
◆1/2✓ˆ c

0

dr r↵
⇥
F 0(r)

⇤2
◆1/2

. (6.4.15)

Rearranging (6.4.15) yields the desired result;
ˆ

c

0

dr r↵
��F 0(r)

��2 > (1� ↵)2

4

ˆ
c

0

dr r↵�2
|F (r)|2. (6.4.16)

Strictness follows by Cauchy-Schwarz.

Part (ii) then holds via reflection across the interval midpoint r = (a+b)/2.

Remark 6.4.3. The condition c 2 (a, b) in Lemma 6.4.2 can be further extended to c 2

(a, b] for part (i) and c 2 [a, b) for part (ii). Indeed, for the spaceH1
L
([a, b]; (r�a)↵dr)

and respectively H1
R
([a, b]; (b� r)↵dr)), one can replace the boundary conditions at

r = a (resp. at r = b) by F/(r � a) 2 L2((a, b); (r � a)↵dr) (resp. by F/(b � r) 2

L2((a, b); (b� r)↵dr); hence, the Cauchy-Schwarz inequality in (6.4.15) may still be

applied as both integrals are finite. See, for instance, [53] for similar discussions in

the unweighted case ↵ = 0. ⇧

A similar result for ↵ 2 R, ↵ > 1, holds analogously.

Lemma 6.4.4. Fix a, b, c,↵ 2 R, a < c < b, and assume ↵ > 1. The following hold:

(i) For all F 2 H1
L
([a, b]; (b� r)↵dr),

ˆ
c

a

dr (b� r)↵
��F 0(r)

��2 > (1� ↵)2

4

ˆ
c

a

dr (b� r)↵�2
|F (r)|2. (6.4.17)

(ii) For all F 2 H1
R
([a, b]; (r � a)↵dr),

ˆ
b

c

dr (r � a)↵
��F 0(r)

��2 > (1� ↵)2

4

ˆ
b

c

dr (r � a)↵�2
|F (r)|2. (6.4.18)

Moreover, inequalities (6.4.17) and (6.4.18) are strict for F 6⌘ 0.
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Using Lemmas 6.4.2 and 6.4.4, we arrive at the following:

Proposition 6.4.5. Fix a, b,↵ 2 R, a < b. The following hold:

(i) If ↵ < 1, then for all F 2 H1
0 ((a, b); �(r)

↵dr),

ˆ
b

a

dr �(r)↵
��F 0(r)

��2 > (1� ↵)2

4

ˆ
b

a

dr �(r)↵�2
|F (r)|2. (6.4.19)

(ii) If ↵ > 1, then for all F 2 H1
0 ((a, b);'(r)

↵dr),

ˆ
b

a

dr '(r)↵
��F 0(r)

��2 > (1� ↵)2

4

ˆ
b

a

dr '(r)↵�2
|F (r)|2. (6.4.20)

Moreover, inequalities (6.4.19) and (6.4.20) are strict for F 6⌘ 0.

Proof. For part (i), split the interval (a, b) = (a, (a+ b)/2] [ [(a+ b)/2, b), applying

Lemma 6.4.2 (i) to (a, (a + b)/2) and Lemma 6.4.2 (ii) to ((a + b)/2, b). Strictness

follows from either Lemma 6.4.2 part (i) or (ii).

Part (ii) follows analogously by applying Lemma 6.4.4 (i), (ii).

We now provide the following multidimensional and radial analogue of Propo-

sition 6.4.5.

Theorem 6.4.6. Fix n 2 N, ↵ 2 R, and ⇢ 2 (0,1). The following hold:

(i) If ↵ < 2� n, then for all f 2 C1

0 (Bn(0; ⇢)\{0}),

ˆ
Bn(0;⇢)

dnx �(x)↵
��(@rf)(x)

��2 > (n� 2 + ↵)2

4

ˆ
Bn(0;⇢)

dnx �(x)↵�2
|f(x)|2. (6.4.21)

(ii) If ↵ > 2� n, then for all f 2 C1

0 (Bn(0; ⇢)\{0}),

ˆ
Bn(0;⇢)

dnx'(x)↵
��(@rf)(x)

��2 > (n� 2 + ↵)2

4

ˆ
Bn(0;⇢)

dnx'(x)↵�2
|f(x)|2. (6.4.22)

Moreover, inequalities (6.4.21) and (6.4.22) are strict for f 6⌘ 0.

Proof. The proofs of (i) and (ii) are analogous to that of Proposition 6.3.1, using

(6.2.7) and Proposition 6.4.5, and recalling (6.4.10).
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Next, we prove the distance-weighted radial Rellich inequality, beginning the

following preliminary result.

Lemma 6.4.7. Fix n 2 N, a, b, c,↵ 2 R, a < c < b, and assume ↵ < 2 � n. The

following hold:

(i) For all F 2 H2
L
([a, b]; (r � a)n�1+↵dr),ˆ

c

a

dr (r � a)n�1+↵
��F 00(r) + (n� 1)r�1F 0(r)

��2

> (n� ↵)2(n� 4 + ↵)2

16

ˆ
c

a

dr (r � a)n�5+↵
|F (r)|2.

(6.4.23)

(ii) For all F 2 H2
R
([a, b]; (b� r)n�1+↵dr),

ˆ
b

c

dr (b� r)n�1+↵
��F 00(r) + (n� 1)r�1F 0(r)

��2

> (n� ↵)2(n� 4 + ↵)2

16

ˆ
b

c

dr (b� r)n�5+↵
|F (r)|2.

(6.4.24)

Moreover, inequalities (6.4.23) and (6.4.24) are strict for F 6⌘ 0.

Proof. For part (i), assume a = 0 and F 2 H2
L
([0, b]; rn�1+↵dr) is R-valued, without

loss of generality.

Similarly to the proof of Lemma 6.3.2,

ˆ
c

0

dr rn�1+↵
⇥
F 00(r) + (n� 1)r�1F 0(r)

⇤2

=

ˆ
c

0

dr rn�1+↵
⇥
F 00(r)

⇤2
+ 2(n� 1)

ˆ
c

0

dr rn�2+↵F 0(r)F 00(r) (6.4.25)

+ (n� 1)2
ˆ

c

0

dr rn�3+↵
⇥
F 0(r)

⇤2
.

Integrating by parts, we observe that

ˆ
c

0

dr rn�2+↵F 0(r)F 00(r) = rn�2+↵
⇥
F 0(r)

⇤2���
c

0
� (n� 2 + ↵)

ˆ
c

0

dr rn�3+↵
⇥
F 0(r)

⇤2

�

ˆ
c

0

dr rn�2+↵F 00(r)F 0(r). (6.4.26)

Since F 0(0) = 0, rearranging (6.4.26) yields

2(n� 1)

ˆ
c

0

dr rn�2+↵F 0(r)F 00(r)
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= (n� 1)cn�2+↵
⇥
F 0(c)

⇤2
� (n� 1)(n� 2 + ↵)

ˆ
c

0

dr rn�3+↵
⇥
F 0(r)

⇤2

> �(n� 1)(n� 2 + ↵)

ˆ
c

0

dr rn�3+↵
⇥
F 0(r)

⇤2
. (6.4.27)

Combining (6.4.27) to (6.4.26), we apply Lemma 6.4.2 (i) twice, recalling (6.4.5), to

yield

ˆ
c

0

dr rn�1+↵
⇥
F 00(r) + (n� 1)r�1F 0(r)

⇤2

>
ˆ

c

0

dr rn�1+↵
⇥
F 00(r)

⇤2
+ [(n�1)2 � (n�1)(n�2+↵)]

ˆ
c

0

dr rn�3+↵
⇥
F 0(r)

⇤2

> [14(n� 2 + ↵)2 + (n� 1)2 � (n� 1)(n� 2 + ↵)]

ˆ
c

0

dr rn�3+↵
⇥
F 0(r)

⇤2

=
(n� ↵)2

4

ˆ
c

0

dr rn�3+↵
⇥
F 0(r)

⇤2

> (n� ↵)2(n� 4 + ↵)2

16

ˆ
c

0

dr rn�5+↵[F (r)]2. (6.4.28)

Furthermore, if F 6⌘ 0 the first inequality in (6.4.28) is strict by Lemma 6.4.2 (i),

and the fact (6.4.5).

Part (ii) holds via reflection across the interval midpoint r = (a+ b)/2.

We now prove a similar result for n 2 N,↵ 2 R, ↵ > 4 � n, that yields a

di↵erent constant if n 2 N, n > 2.

Lemma 6.4.8. Fix n 2 N, a, b, c,↵ 2 R, a < c < b, and assume ↵ > 4 � n. The

following hold:

(i) For all F 2 H2
L
([a, b]; (b� r)n�1+↵dr),ˆ

c

a

dr (b� r)n�1+↵
��F 00(r) + (n� 1)r�1F 0(r)

��2

> (3n� 4 + ↵)2(n� 4 + ↵)2

16

ˆ
c

a

dr (b� r)n�5+↵
|F (r)|2.

(6.4.29)

(ii) For all F 2 H2
R
([a, b]; (r � a)n�1+↵dr),

ˆ
b

c

dr (r � a)n�1+↵
��F 00(r) + (n� 1)r�1F 0(r)

��2

> (3n� 4 + ↵)2(n� 4 + ↵)2

16

ˆ
b

c

dr (r � a)n�5+↵
|F (r)|2.

(6.4.30)
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Moreover, inequalities (6.4.29) and (6.4.30) are strict for F 6⌘ 0.

Proof. For part (i), assume a = 0 and F 2 H2
L
([0, b]; (b � r)n�1+↵dr) is R-valued,

without loss of generality.

Similarly to the proof of Lemma 6.4.7,

ˆ
c

0

dr (b� r)n�1+↵
⇥
F 00(r) + (n� 1)r�1F 0(r)

⇤2

=

ˆ
c

0

dr (b� r)n�1+↵
⇥
F 00(r)

⇤2
+ 2(n� 1)

ˆ
c

0

dr (b� r)n�2+↵F 0(r)F 00(r)

+ (n� 1)2
ˆ

c

0

dr (b� r)n�3+↵
⇥
F 0(r)

⇤2
. (6.4.31)

Integrating by parts, we have

ˆ
c

0

dr (b� r)n�2+↵F 0(r)F 00(r) = (b� r)n�2+↵
⇥
F 0(r)

⇤2���
c

0
(6.4.32)

+ (n� 2 + ↵)

ˆ
c

0

dr (b� r)n�3+↵
⇥
F 0(r)

⇤2
�

ˆ
c

0

dr (b� r)n�2+↵F 00(r)F 0(r).

Since F 0(0) = 0, rearranging (6.4.32) yields

2(n� 1)

ˆ
c

0

dr (b� r)n�2+↵F 0(r)F 00(r)

= (n� 1)(b� c)n�2+↵
⇥
F 0(c)

⇤2
+ (n� 1)(n� 2 + ↵)

ˆ
c

0

dr (b� r)n�3+↵
⇥
F 0(r)

⇤2

> (n� 1)(n� 2 + ↵)

ˆ
c

0

dr (b� r)n�3+↵
⇥
F 0(r)

⇤2
. (6.4.33)

Combining (6.4.33) to (6.4.31), we apply Lemma 6.4.4 (i) twice, recalling (6.4.5), to

yield

ˆ
c

0

dr (b� r)n�1+↵
⇥
F 00(r) + (n� 1)r�1F 0(r)

⇤2

>
ˆ

c

0

dr (b� r)n�1+↵
⇥
F 00(r)

⇤2

+ [(n� 1)2 + (n� 1)(n� 2 + ↵)]

ˆ
c

0

dr (b� r)n�3+↵
⇥
F 0(r)

⇤2

> [14(n� 2 + ↵)2 + (n� 1)2 + (n� 1)(n� 2 + ↵)]

ˆ
c

0

dr (b� r)n�3+↵
⇥
F 0(r)

⇤2

=
(3n� 4 + ↵)2

4

ˆ
c

0

dr (b� r)n�3+↵
⇥
F 0(r)

⇤2
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> (3n� 4 + ↵)2(n� 4 + ↵)2

16

ˆ
c

0

dr (b� r)n�5+↵[F (r)]2. (6.4.34)

Furthermore, if F 6⌘ 0 the first inequality in (6.4.34) is strict by Lemma 6.4.4 (i)

and recalling (6.4.5).

Part (ii) holds via reflection across the midpoint r = (a+ b)/2.

Proposition 6.4.9. Fix n 2 N and a, b,↵ 2 R, a < b. The following hold:

(i) If ↵ < 2� n, then for all F 2 H2
0 ([a, b]; �(r)

↵dr),

ˆ
b

a

dr �(r)n�1+↵
��F 00(r) + (n� 1)r�1F 0(r)

��2

> (n� ↵)2(n� 4 + ↵)2

16

ˆ
1

0

dr �(r)n�5+↵
|F (r)|2.

(6.4.35)

(ii) If ↵ > 4� n, then for all F 2 H2
0 ([a, b];'(r)

↵dr),

ˆ
b

a

dr '(r)n�1+↵
��F 00(r) + (n� 1)r�1F 0(r)

��2

> (3n� 4 + ↵)2(n� 4 + ↵)2

16

ˆ
1

0

dr '(r)n�5+↵
|F (r)|2.

(6.4.36)

Moreover, inequalities (6.4.35) and (6.4.36) are strict for F 6⌘ 0.

Proof. Again, part (i) follows by splitting the interval (a, b) = (a, (a+ b)/2] [ [(a+

b)/2, b) and applying Lemma 6.4.7 (i) and (ii) to (a, (a + b)/2) and ((a + b)/2, b),

respectively. Part (ii) follows analogously using Lemma 6.4.8 (i), (ii).

Corollary 6.4.10. Fix a, b,↵ 2 R, a < b. The following hold:

(i) If ↵ < 1, then for all F 2 H2
0 ([a, b]; �(r)

↵dr),

ˆ
b

a

dr �(r)↵
��F 00(r)

��2 > (1� ↵)2(3� ↵)2

16

ˆ
1

0

dr �(r)↵�4
|F (r)|2. (6.4.37)

(ii) If ↵ > 3, then for all F 2 H2
0 ([a, b];'(r)

↵dr),

ˆ
b

a

dr '(r)↵
��F 00(r)

��2 > (1� ↵)2(3� ↵)2

16

ˆ
1

0

dr '(r)↵�4
|F (r)|2. (6.4.38)

Moreover, inequalities (6.4.37) and (6.4.38) are strict for F 6⌘ 0.
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We now give the multidimensional and radial extension of Proposition 6.4.9.

Theorem 6.4.11. Fix n 2 N, ↵ 2 R, and ⇢ 2 (0,1). The following hold:

(i) If ↵ < 2� n, then for all f 2 C1

0 (Bn(0; ⇢)\{0}),ˆ
Bn(0;⇢)

dnx �(x)↵
��(��rf)(x)

��2

> (n� ↵)2(n� 4 + ↵)2

16

ˆ
Bn(0;⇢)

dnx �(x)↵�4
|f(x)|2.

(6.4.39)

(ii) If ↵ > 4� n, then for all f 2 C1

0 (Bn(0; ⇢)\{0}),ˆ
Bn(0;⇢)

dnx'(x)↵
��(��rf)(x)

��2

> (3n� 4 + ↵)2(n� 4 + ↵)2

16

ˆ
Bn(0;⇢)

dnx'(x)↵�4
|f(x)|2.

(6.4.40)

Moreover, inequalities (6.4.39) and (6.4.40) are strict for f 6⌘ 0.

Proof. The proof is similar to that of Proposition 6.3.3, using (6.2.7) and applying

Proposition 6.4.9 (i), (ii).

6.4.2 Birman Inequality

We now establish the distance-weighted Birman-type inequalities withr(��)m

and (��)m replaced by @r(��r)m, and (��r)m, respectively.

Theorem 6.4.12. Fix m 2 N and a, b,↵ 2 R, a < b. The following hold:

(i) If ↵ < 1, then for all F 2 Hm

0 ((a, b); �(r)↵dr),

ˆ
b

a

dr �(r)↵
��F (m)(r)

��2 > A(m, 1,↵)

ˆ
b

a

dr �(r)↵�2m
|F (r)|2. (6.4.41)

(ii) If ↵ > 2m� 1, then for all F 2 Hm

0 ((a, b);'(r)↵dr),

ˆ
b

a

dr '(r)↵
��F (m)(r)

��2 > A(m, 1,↵)

ˆ
b

a

dr '(r)↵�2m
|F (r)|2. (6.4.42)

Moreover, inequalities (6.4.41) and (6.4.42) are strict for F 6⌘ 0.

Proof. The proof follows by iterating Proposition 6.4.5, while recalling (6.4.6).
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Theorem 6.4.13. Fix m,n 2 N, ⇢ 2 (0,1), ↵ 2 R, and assume ↵ < 2 � n. For all

f 2 C1

0 (Bn(0; ⇢)\{0}),

(i)

ˆ
Bn(0;⇢)

dnx �(x)↵
��(@r(��r)

m�1f)(x)
��2 (6.4.43)

> A(2m� 1, n,↵)

ˆ
Bn(0;⇢)

dnx �(x)↵�4m+2
|f(x)|2;

(ii)

ˆ
Bn(0;⇢)

dnx �(x)↵
��((��r)

mf)(x)
��2 (6.4.44)

> A(2m,n,↵)

ˆ
Bn(0;⇢)

dnx �(x)↵�4m
|f(x)|2.

Moreover, inequalities (6.4.43) and (6.4.44) are strict for f 6⌘ 0.

Proof. The proof is similar to that of Theorem 6.3.4, using Theorem 6.4.6 (i) (resp.

Theorem 6.4.11 (i)) for the case m = 1, Theorem 6.4.11 (i) for the induction step

applied to ↵0 = ↵ � 4m + 2 < 2 � n (resp. ↵0 = ↵ � 4m < 2 � n), and finally,

recalling Remark 6.1.1 (i) (resp (ii)) to show A(2m� 1, n,↵)A(2, n,↵� 4m+ 2) =

A(2m+ 1, n,↵) (resp A(2m,n,↵)A(2, n,↵� 4m) = A(2m+ 2, n,↵)).

Theorem 6.4.14. Fix m,n 2 N, ⇢ 2 (0,1), ↵ 2 R. The following hold:

(i) If ↵ > 4m� 2� n then for all f 2 C1

0 (Bn(0; ⇢)\{0}),ˆ
Bn(0;⇢)

dnx'(x)↵
��(@r(��r)

m�1f)(x)
��2

> eA(2m� 1, n,↵)

ˆ
Bn(0;⇢)

dnx'(x)↵�4m+2
|f(x)|2.

(6.4.45)

(ii) If ↵ > 4m� n then for all f 2 C1

0 (Bn(0; ⇢)\{0}),ˆ
Bn(0;⇢)

dnx'(x)↵
��((��r)

mf)(x)
��2

> eA(2m,n,↵)

ˆ
Bn(0;⇢)

dnx'(x)↵�4m
|f(x)|2.

(6.4.46)

Moreover, inequalities (6.4.45) and (6.4.46) are strict for f 6⌘ 0.

Proof. For part (i), we use induction over m 2 N. The case m = 1 holds by Theorem

6.4.6 (ii).
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Assume (6.4.45) holds for m 2 N; then for m + 1 let ↵ > 4m + 2 � n. By

inductive hypothesis, and Theorem 6.4.11 (ii) applied to ↵0 = ↵� 4m+ 2 > 4� n,

one has

ˆ
Bn(0;⇢)

dnx'(x)↵
��(@r(��r)

mf)(x)
��2

=

ˆ
Bn(0;⇢)

dnx'(x)↵
��[@r(��r)

m�1(��r)f ](x)
��2

> eA(2m� 1, n,↵)

ˆ
Bn(0;⇢)

dnx'(x)↵�4m+2
��(��rf)(x)

��2 (6.4.47)

> eA(2m� 1, n,↵) eA(2, n,↵� 4m+ 2)

ˆ
Bn(0;⇢)

dnx'(x)↵�4m�2
|f(x)|2.

Recalling (6.4.11), one computes

eA(2m� 1, n,↵) eA(2, n,↵� 4m+ 2)

=

✓
n� 2 + ↵

2

◆2 m�1Y

j=1

✓
3n� 4j � 2 + ↵

2

◆2 m�1Y

k=1

✓
n� 4k � 2 + ↵

2

◆2

⇥

✓
3n� 4 + (↵� 4m+ 2)

2

◆2✓n� 4 + (↵� 4m+ 2)

2

◆2

=

✓
n� 2 + ↵

2

◆2 m�1Y

j=1

✓
3n� 4j � 2 + ↵

2

◆2 m�1Y

k=1

✓
n� 4k � 2 + ↵

2

◆2

⇥

✓
3n� 4m� 2 + ↵

2

◆2✓n� 4m� 2 + ↵

2

◆2

=

✓
n� 2 + ↵

2

◆2 mY

j=1

✓
3n� 4j � 2 + ↵

2

◆2 mY

k=1

✓
n� 4k � 2 + ↵

2

◆2

= eA(2m+ 1, n,↵). (6.4.48)

Furthermore, if f 6⌘ 0 the last inequality in (6.4.47) is strict by Theorem 6.4.11 (ii).

Part (ii) is proven analogously, using Theorem 6.4.11 (ii) for both the case

m = 1 and the induction step applied to ↵0 = ↵� 4m > 4� n, and finally, recalling

(6.4.11) to show eA(2m,n,↵) eA(2,↵� 4m) = eA(2m+ 2, n,↵).

Remark 6.4.15. The constants A(m, 1,↵) in Theorem 6.4.12 (i), and A(m,n,↵) in

Theorem 6.4.13, are sharp, by considering the half intervals (a, (a+ b)/2) and ((a+

127



b)/2, b). See for instance [53, Theorem 7.1] for the special case ↵ = 0. Optimality

in Theorem 6.4.12 (ii) and Theorem 6.4.14 is not currently known. ⇧

6.5 The Vector-Valued Case

In this section, we establish that the weighted radial Birman-type inequalities

generalize mutatis mutandis to the vector-valued case in which f isH-valued, withH

a separable, complex Hilbert space (recall section 2.8 for basic properties of Bochner

integrability and associated vector-valued Lp- and Sobolev spaces).

Indeed, the method of polar integration in (6.2.6) (resp. (6.2.7)) extends to
ˆ
Rn

dnx f(x) =

ˆ
Sn�1

d!(✓)

ˆ
1

0

rn�1dr f(r, ✓), f 2 L1(Rn;H), (6.5.1)

and analogously for f 2 L1(Bn(0; ⇢);H), ⇢ 2 (0,1). In addition, all considered

function spaces naturally generalize to their respective H-valued analogues.

Thus, the main results can be generalized as follows:

Theorem 6.5.1. Fix m,n 2 N, ↵ 2 R. For all f 2 C1

0 (Rn
\{0};H),

(i)

ˆ
Rn

dnx |x|↵
��(@r(��r)

m�1f)(x)
��2
H

(6.5.2)

> A(2m� 1, n,↵)

ˆ
Rn

dnx |x|↵�4m+2
kf(x)k2

H
;

(ii)

ˆ
Rn

dnx |x|↵
��((��r)

mf)(x)
��2
H
> A(2m,n,↵)

ˆ
Rn

dnx |x|↵�4m
kf(x)k2

H
. (6.5.3)

Moreover, inequalities (6.5.2)and (6.5.3) are strict for f 6⌘ 0.

Theorem 6.5.2. Fix m 2 N and a, b,↵ 2 R, a < b. The following hold:

(i) If ↵ < 1, then for all F 2 Hm

0 ((a, b); �(r)↵dr;H),
ˆ

b

a

dr �(r)↵
��F (m)(r)

��2
H
> A(m, 1,↵)

ˆ
b

a

dr �(r)↵�2m
kF (r)k2

H
. (6.5.4)

(ii) If ↵ > 2m� 1, then for all F 2 Hm

0 ((a, b);'(r)↵dr;H),
ˆ

b

a

dr '(r)↵
��F (m)(r)

��2
H
> A(m, 1,↵)

ˆ
b

a

dr '(r)↵�2m
kF (r)k2

H
. (6.5.5)

Moreover, inequalities (6.5.4) and (6.5.5) are strict for F 6⌘ 0.
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Theorem 6.5.3. Fix m,n 2 N, ⇢ 2 (0,1), ↵ 2 R, and assume ↵ < 2 � n. For all

f 2 C1

0 (Bn(0; ⇢)\{0};H),

(i)

ˆ
Bn(0;⇢)

dnx �(x)↵
��(@r(��r)

m�1f)(x)
��2
H

(6.5.6)

> A(2m� 1, n,↵)

ˆ
Bn(0;⇢)

dnx �(x)↵�4m+2
kf(x)k2

H
;

(ii)

ˆ
Bn(0;⇢)

dnx �(x)↵
��((��r)

mf)(x)
��2
H

(6.5.7)

> A(2m,n,↵)

ˆ
Bn(0;⇢)

dnx �(x)↵�4m
kf(x)k2

H
.

Moreover, inequalities (6.5.6) and (6.5.7) are strict for f 6⌘ 0.

Theorem 6.5.4. Fix m,n 2 N, ⇢ 2 (0,1), ↵ 2 R. The following hold:

(i) If ↵ > 4m� 2� n then for all f 2 C1

0 (Bn(0; ⇢)\{0};H),

ˆ
Bn(0;⇢)

dnx'(x)↵
��(@r(��r)

m�1f)(x)
��2
H

> eA(2m� 1, n,↵)

ˆ
Bn(0;⇢)

dnx'(x)↵�4m+2
kf(x)k2

H
.

(6.5.8)

(ii) If ↵ > 4m� n then for all f 2 C1

0 (Bn(0; ⇢)\{0};H),

ˆ
Bn(0;⇢)

dnx'(x)↵
��((��r)

mf)(x)
��2
H

> eA(2m,n,↵)

ˆ
Bn(0;⇢)

dnx'(x)↵�4m
kf(x)k2

H
.

(6.5.9)

Moreover, inequalities (6.5.8) and (6.5.9) are strict for f 6⌘ 0.

One can follow the special scalar case treated in the proof of Theorem 6.3.4

line by line.

Remark 6.5.5. As in the scalar case, the constants A(m,n,↵) (resp. A(m, 1,↵)) in

Theorems 6.5.1, 6.5.2 (i), and 6.5.3 are sharp, and in Theorem 6.5.1 the function

space C1

0 (Rn
\{0};H) can be replaced by C1

0 (Rn;H) if we further assume that

↵ > 4m� 2� n for part (i) and respectively ↵ > 4m� n for part (ii). ⇧
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CHAPTER SEVEN

Conclusion

In Chapter Two, we investigated the classical Birman–Hardy–Rellich sequence

of inequalities for f 2 Cm

0 ((0,1)), m 2 N,
ˆ

1

0

dx
��f (m)(x)

��2 > [(2m� 1)!!]2

22m

ˆ
1

0

dx
|f(x)|2

x2m
, (7.0.1)

established in 1961 by M. Š. Birman [19, p. 48]. Introducing the Hilbert space

Hm

L
([0,1)), m 2 N, given by

Hm

L
([0,1)) :=

�
f : [0,1) ! C

�� f (j)
2 ACloc([0,1)); f (m)

2 L2((0,1));

f (j)(0) = 0, j = 0, 1, . . . ,m� 1
 
,
(7.0.2)

and employing the integral inequality in Theorem 2.2.1, we established several im-

portant properties of Hm

L
([0,1)). In Theorem 2.4.4 we gave our own proof of (7.0.1)

on the larger space Hm

L
([0,1)), using the subtle, yet important, implication

f 2 Hm

L
([0,1)) implies f 0

2 Hm�1
L

([0,1)). (7.0.3)

We showed that equality in each of these inequalities is only achieved when f ⌘ 0,

and that the constants [(2m�1)!!]2/22m are all sharp. We then introduced a sequence

of generalized continuous Cesàro operators, Tm,m 2 N, via

(Tmf)(x) :=
1

xm

ˆ
x

0

dt1

ˆ
t1

0

dt2 · · ·

ˆ
tm�1

0

dtmf(tm), x 2 (0,1),

f 2 dom(Tm) = L2((0,1)).

(7.0.4)

associated to the Birman–Hardy–Rellich-type inequalities, and computed their spec-

tra. Turning our attention to the finite interval case [0, b], we proved the Birman

inequalities also hold on the standard Sobolev space Hm

0 ((0, b)). Finally, we asserted

that all previous results extend to H-valued functions, with H a separable, complex

Hilbert space.
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In Chapter Three, we generalized the classical power weighted Hardy inequal-

ity for p 2 [1,1),↵ 2 R,
ˆ

1

0

dx x↵|f 0(x)|p >
✓
|↵� p+ 1|

p

◆p ˆ 1

0

dx x↵�p
|f(x)|p, f 2 C1

0 ((0,1)) (7.0.5)

as a consequence of a more abstract inequality within the context of B-valued func-

tions, where B is an arbitrary separable Banach space. In particular, we proved

ˆ
b

a

dxw1(x)
p[�w0

1(x)]
1�pw2(x)

p
kF (x)kp

B

> p�p

ˆ
b

a

dx [�w0

1(x)]

✓ˆ
x

a

dx0 w2(x
0)kF (x0)kB

◆p

,

F 2 C0((a, b);B). (7.0.6)

where �1 6 a < b 6 1, p 2 [1,1), 0 6 w1 2 ACloc((a, b)), 0 6 [�w0

1] a.e. on (a, b),

0 6 w2 2 L1
loc
((a, b); dx), and [�w0

1]
1�pwp

2 2 L1
loc
((a, b); dx), and its companion result

with
´

x

a
dx0 . . . replaced by

´
b

x
dx0 . . . ., containing (7.0.5) in Example 3.2.3, and via

iteration, the entire sequence of power weighted Birman–Hardy–Rellich inequalities

for p 2 [1,1),↵ 2 R. We then extended Example 3.2.3 to the operator-valued

context, proving that if p 2 [1,1), b 2 (0,1)[{1}, and ↵ < p�1, then for weakly

measurable F : (0, b) ! B(H) with kF ( · )kBp(H) 2 Lp((0, b); x↵dx),

trH

✓ˆ
b

0

dx x↵ |F (x)|p
◆

>
✓
|↵� p+ 1|

p

◆p

trH

✓ˆ
b

0

dx x↵�p

����
ˆ

x

0

dx0 F (x0)

����
p◆

,

(7.0.7)

together with its companion result for ↵ > p � 1. For the special case p 2 [1, 2]

and ↵ < p � 1, we proved that for weakly measurable F : (0,1) ! B(H) with

F ( · ) > 0 a.e. on (0,1), and
´

1

0 dx x↵F (x)p 2 B(H),

ˆ
1

0

dx x↵ F (x)p >
✓
|↵� p+ 1|

p

◆p ˆ 1

0

dx x↵�p

✓ˆ
x

0

dx0 F (x0)

◆p

, (7.0.8)

together with its companion result for ↵ > p�1. Iterating the process, we established

ˆ
1

0

dx x↵|f (m)(x)|p >
Q

k

j=1 |↵� jp+ 1|p

pkp

ˆ
1

0

dx x↵�kp
|f (m�k)(x)|p, (7.0.9)

for p 2 [1, 2], 1 6 k 6 m, m 2 N, ↵ 2 R, f 2 C1

0 ((0,1);B(H)).
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In Chapter Four, we generalize the one-dimensional Birman inequalities to

include power weights x↵, ↵ 2 R, and recursively defined logarithms lnj(, · ), j 2 N,

ln1( · ) := ln( · ), lnj+1( · ) := ln(lnj( · )), j 2 N, (7.0.10)

with

e0 := 0, ej+1 := eej , j 2 N0, (7.0.11)

as well as their normalized counterparts Xj( · ), j 2 N,

X1( · ) := (1� ln( · ))�1, Xj+1( · ) := X1(Xj( · )), j 2 N. (7.0.12)

We introduced the following elementary variable transformation, attributed to P.

Hartman [72] and E. Müeller-Pfei↵er [96]: Given m,N,2 N and ↵ 2 R with ↵ 6=

1, 2, . . . , 2m� 1, assume f 2 C1((eN ,1)). Set

x = et, dx = etdt, t 2 (eN�1,1),

f(x) ⌘ f(et) = e(m�
1+↵
2 )tw(t), w 2 C1

0 ((eN�1,1)).
(7.0.13)

Using this change of variables, we proved the following Birman–Hardy–Rellich-type

inequality on the exterior interval (⇢,1) for any ⇢ 2 N,
ˆ

1

⇢

dx x↵
��f (m)(x)

��2 > A(m,↵)

ˆ
1

⇢

dx x↵�2m
|f(x)|2

+B(m,↵)
NX

k=1

ˆ
1

⇢

dx x↵�2m
kY

i=1

[lni(x/�)]
�2
|f(x)|2 (7.0.14)

+
mX

j=2

|c2j(m,↵)|A(j, 0)

ˆ
1

⇢

dx x↵�2m[ln(x/�)]�2j
|f(x)|2

+
mX

j=2

|c2j(m,↵)|B(j, 0)
N�1X

k=1

ˆ
1

⇢

dx x↵�2m[ln(x/�)]�2j
kY

i=1

[lni+1(x/�)]
�2
|f(x)|2,

for f 2 C1

0 ((⇢,1)), where m,N 2 N,↵ 2 R, and ⇢, � 2 (0,1) with ⇢ > eN�. We

also established (7.0.14) for the normalized logarithms Xj( · ), j 2 N, as well. By
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modifying the transformation (7.0.13), we then obtained analogous results on the

interior interval (0, ⇢), for any ⇢ 2 (0,1);

ˆ
⇢

0

dx x↵
��f (m)(x)

��2 > A(m,↵)

ˆ
⇢

0

dx x↵�2m
|f(x)|2

+B(m,↵)
NX

k=1

ˆ
⇢

0

dx x↵�2m
kY

i=1

[lni(�/x)]
�2
|f(x)|2 (7.0.15)

+
mX

j=2

|c2j(m,↵)|A(j, 0)

ˆ
⇢

0

dx x↵�2m[ln(�/x)]�2j
|f(x)|2

+
mX

j=2

|c2j(m,↵)|B(j, 0)
N�1X

k=1

ˆ
⇢

0

dx x↵�2m[ln(�/x)]�2j
kY

i=1

[lni+1(�/x)]
�2
|f(x)|2,

for f 2 C1

0 ((0, ⇢)), where m,N 2 N,↵ 2 R, and ⇢, � 2 (0,1) with � > eN⇢,

again, showing (7.0.15) remains true for the normalized logarithms Xj( · ), j 2 N,

as well. The inequalities (7.0.14) and (7.0.15) for Xj( · ), j 2 N, were then further

improved by replacing the N -th sum with an infinite series. Finally, we extended all

previous Birman-type inequalities to the more general vector-valued case, replacing

complex-valued f(x) by f(x) 2 H, with H a complex, separable Hilbert space.

For m > 2 these inequalities are new because the constants A(m,↵) and B(m,↵)

are optimal, the weight parameter ↵ 2 R is unrestricted, the conditions on the

logarithmic parameters � and ⌧ are sharp, the two integral terms with c2j(m,↵) are

new, and the inequalities are proven for both iterated logarithms lnj( · ), Xj( · ), and

on both the external interval (⇢,1) and internal interval (0, ⇢) for any ⇢ 2 (0,1).

In Chapter Five, we then turned our attention to the multidimensional setting,

recalling the classical Hardy inequality for f 2 C1

0 (⌦), ⌦ ✓ Rn open, n 2 N, n > 2,

ˆ
⌦

dnx |(rf)(x)|2 > (n� 2)2

4

ˆ
⌦

dnx |x|�2
|f(x)|2. (7.0.16)
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and its logarithmic refinement, derived in [50],
ˆ
⌦

dnx |(rf)(x)|2

>
ˆ
⌦

dnx|x� x0|
�2
|f(x)|2

⇢
(n� 2)2

4
+
1

4

NX

k=1

kY

j=1

[lnj(�/|x� x0|)]
�2

�
,

(7.0.17)

for f 2 C1

0 (⌦), assuming ⌦ ⇢ Rn, n 2 N, n > 2, ⌦ is open and bounded with

x0 2 ⌦, N 2 N, and the logarithmic terms lnj( · ), j 2 N, are recursively given by

ln1( · ) := ln( · ), lnj+1( · ) := ln(lnj( · )), j 2N, (7.0.18)

for � > 0, x 2 Rn
\{x0}, with 0 < |x� x0| < diam(⌦) < �/eN , where

e1 := 1, ej+1 := eej , j 2 N. (7.0.19)

Using factorizations of certain di↵erential operators T↵,N , ↵ 2 R, N 2 R, we further

improved (7.0.17) to a power weighted analogue with the gradient r replaced by

the radial derivative @r,x0 centered about a point x0 2 Rn, via

@r,x0 := |x� x0|
�1(x� x0) ·r, (7.0.20)

for x 2 Rn
\ {x0}, r = |x� x0|, n 2 N, n > 2. In particular, we proved

ˆ
⌦

dnx |x� x0|
↵
|(@r,x0f)(x)|

2

>
ˆ
⌦

dnx |x� x0|
↵�2

|f(x)|2
⇢
(n�2)2

4
+
1

4

NX

k=1

kY

j=1

[lnj(�/|x� x0|)]
�2

�
,

(7.0.21)

valid for f 2 C1

0 (⌦), with ⌦ ⇢ Rn, n 2 N, n > 2, ⌦ is open and bounded with

x0 2 ⌦, N 2 N.

In Chapter Six, we continued the pursuit of radial refinements from Chapter

Five to the case of the multidimensional weighted Birman inequalities. Recalling

the radial derivative @r,

@r := |x|�1x ·r, x 2 Rn
\{0}, r = |x|, n 2 N, n > 2, (7.0.22)
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as well as the radial Laplacian �r,

�r := r1�n@rr
n�1@r = @2

r
+ (n� 1)r�1@r, (7.0.23)

we considered the radial di↵erential expressions @r(��r)m and (��r)m, for m 2

N, in replace of the usual di↵erential expressions r(��)m and (��)m, m 2 N,

respectively. Giving a brief review of integration in polar coordinates in Rn ⇠=

(0,1)⇥ Sn�1, we used the standard identity

ˆ
Rn

dnx f(x) =

ˆ
Sn�1

d!(✓)

ˆ
1

0

rn�1dr f(r, ✓), f 2 L1(Rn). (7.0.24)

to establish the multidimensional power weighted Birman inequalities with radial

refinements,

ˆ
Rn

dnx |x|↵
��(@r(��r)

m�1f)(x)
��2>A(2m�1, n,↵)

ˆ
Rn

dnx |x|↵�4m+2
|f(x)|2, (7.0.25)

and analogously for the even-ordered derivatives,

ˆ
Rn

dnx |x|↵
��((��r)

mf)(x)
��2 > A(2m,n,↵)

ˆ
Rn

dnx |x|↵�4m
|f(x)|2, (7.0.26)

for all f 2 C1

0 (Rn
\{0}), where m,n 2 N, and ↵ 2 R. We then reconsider the

weighted Birman-type inequalities on bounded domains ⌦ ⇢ Rn with the standard

power weight |x|↵,↵ 2 R, replaced by the shortest, and farthest, distance to the

boundary @⌦ = ⌦\⌦�, in the special case ⌦ = Bn(0; ⇢). These distance functions �

and ' on ⌦, are given by

�(x) := inf
y2@⌦

|x� y|, '(x) := sup
y2@⌦

|x� y|, x 2 ⌦. (7.0.27)

Following similar methods to section 6.3, we established the Birman-type inequali-

ties,

ˆ
b

a

dr �(r)↵
��F (m)(r)

��2 > A(m, 1,↵)

ˆ
b

a

dr �(r)↵�2m
|F (r)|2. (7.0.28)
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for all F 2 Hm

0 ((a, b); �(r)↵dr), where m 2 N, a, b,↵ 2 R, a < b with ↵ < 1, and also

ˆ
b

a

dr '(r)↵
��F (m)(r)

��2 > A(m, 1,↵)

ˆ
b

a

dr '(r)↵�2
|F (r)|2. (7.0.29)

for all F 2 Hm

0 ((a, b);'(r)↵dr), where m 2 N, a, b,↵ 2 R, a < b with ↵ > 2m � 1,

where Hm

0 ((a, b);w(r)dr) denotes the standard, w-weighted Sobolev space on (a, b).

The multidimensional analogue of (7.0.28), (7.0.29), was then established:

ˆ
Bn(0;⇢)

dnx �(x)↵
��(@r(��r)

m�1f)(x)
��2 > A(2m�1, n,↵)

ˆ
Bn(0;⇢)

dnx �(x)↵�4m+2
|f(x)|2,

(7.0.30)

and analogously,

ˆ
Bn(0;⇢)

dnx �(x)↵
��((��r)

mf)(x)
��2 > A(2m,n,↵)

ˆ
Bn(0;⇢)

dnx �(x)↵�4m
|f(x)|2, (7.0.31)

for all f 2 C1

0 (Bn(0; ⇢)\{0}), where m,n 2 N, ⇢ 2 (0,1), ↵ 2 R, and ↵ < 2 � n.

A similar result to (7.0.30), (7.0.31), with certain modified constants eA(m,n,↵),

m,n 2 N,↵ 2 R, introduced in (6.4.11), were then established for the farthest

distance to the boundary:

ˆ
Bn(0;⇢)

dnx'(x)↵
��(@r(��r)

m�1f)(x)
��2 > eA(2m�1, n,↵)

ˆ
Bn(0;⇢)

dnx'(x)↵�4m+2
|f(x)|2,

(7.0.32)

for all f 2 C1

0 (Bn(0; ⇢)\{0}), where m,n 2 N, ⇢ 2 (0,1), ↵ 2 R, and ↵ >

4m� 2� n; as well as

ˆ
Bn(0;⇢)

dnx'(x)↵
��((��r)

mf)(x)
��2 > eA(2m,n,↵)

ˆ
Bn(0;⇢)

dnx'(x)↵�4m
|f(x)|2, (7.0.33)

for f 2 C1

0 (Bn(0; ⇢)\{0}), where ↵ > 4m�n. We conclude the chapter by extending

all results to H-valued functions, where H is a complex, separable Hilbert space.
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96, Birkhäuser, Basel, 2001.

[10] A. Balinsky and W. D. Evans, Spectral Analysis of Relativistic Operators,
Imperial College Press, London, 2011.

[11] A. Balinsky, W. D. Evans, and R. T. Lewis, The Analysis and Geometry of
Hardy’s Inequality, Universitext, Springer, 2015.

[12] G. Barbatis, Improved Rellich inequalities for the Polyharmonic Operator, In-
diana University Mathematics Journal, 55(4), 1401–1422 (2006).

[13] G. Barbatis, Best constants for higher-order Rellich inequalities in Lp(⌦),
Math Z., 255, 877–896 (2007).

[14] G. Barbatis and A. Tertikas, On a class of Rellich inequalities, J. Comp. and
Applied Math. 194, 156–172 (2006).

137



[15] G. Barbatis, S. Fillipas, and A. Tertikas, Series Expansions for Lp Hardy
inequalities, Indiana University Math. J., 52, 171–190 (2003).

[16] G. Barbatis, S. Fillipas, and A. Tertikas, Refined Geometric Lp Hardy Inequal-
ities, Comm. in Cont. Math. 5 (6), 869–881 (2003).

[17] G. Barbatis, S. Fillipas, and A. Tertikas, A Unified Approach to Improved Lp

Hardy Inequalities with Best Constants, Trans. American Math. Soc. 356
(6), 2169–2196 (2003).
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