Math 7380 Homework Fall 2005

1. Show that the marginal distribution of a Brownian motion B(t) for 0 < t; <ty < ---t,
is given by

P{B(tl)ﬁal,B(t2)<a2,... B(t <an}
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Let B(t) be a Brownian motion. Show that lim; .o+ tB(1/t) = 0 almost surely. Define
W(0) =0 and W (t) = tB(1/t) for t > 0. Prove that W (t) is a Brownian motion.

Let B(t) be a Brownian motion. Find all constants a and b so that X (¢ fo (a+
b%) dB(u) is also a Brownian motion.

Let B(t) be a Brownian motion. Show that both X (¢ fo (2t —u)dB(u) and Y (t) =
fg 3t—4u) dB(u) are Gaussian processes with mean functlon 0 and the same covariance
function 3s%t — 253 for s < ¢.

Let B(t) = (Bl( )., Bn(t)) be an R™-valued Brownian motion. Find the density
functions of R(t) = |B(t)| and S(t) = |B(t)|>.

. Let f(z,y) be the joint density function of random variables X and Y. The marginal
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density function of Y is given by fy(y f f(z,y)dx. The conditional density
function of X given Y = y is defined by fX|y(a:|y) f(x,y)/fy(y). The conditional
expectation of X given Y = y is defined by E[X|Y = y| = ffooo zfxy(xly) dx. Let
o(Y) be the o-field generated by Y. Prove that

EX|o(Y)] = 6(Y),

where 6 is the function 6(y) = E[X|Y = y].
7. Let B(t) be a Brownian motion. Find the distribution of the Wiener integral X; =
f(f e'~* dB(s). Check whether X, is a ma,rtingale.

8. Let B(t) be a Brownian motion. Check that X; = fo s)ds is a martingale.
9. For a partition A ={a =ty <t1 <--- <t, = b}, deﬁne

Find limHAH_’O MA in LQ(Q)
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Find the variance of the random variable X = f; V't sin(B(t)) dB(t).

Let X; = B(1)B(t),0 <t < 1.

(a) Check whether the random variable B(1) is measurable with respect to the o-field
Fir=0{B(s);s <t} forany 0 <t < 1.

(b) Show that for each 0 < t < 1, the random variable X; is not measurable with
respect to F; given in (a).

(c) For 0 <s <t <1, find E[X;|F;].

Show that X, = eB®) — 1 — %f; eB() ds is a martingale.

Show that X; = eBM~2% is a martingale.

Let X, = fol g2 B(W*/22 4B(t). Show that X. — 0 in L%(Q) as e | 0 if and only if

0<A<1/4.

Let Y. = [T e e B(1°/22B(t). Show that Y. — 0 in L?(Q) as ¢ | 0 if and only if

0<A<1/2

Let Z. = [/?e 2 B®?/2 B(t). Show that Z. — 0 in L2(Q) as e | 0 if and only if

0<A<1/2

Find the quadratic variation of a Poisson process N (t) with parameter A > 0.

Suppose A € R. Prove that M(t) = eABO=Nt/2 4g martingale and the compensator

of M(t)? is given by
t
(M), = )\2/ 2ABW)=Nu g,
0

Let f € L?[a,b] and M(t) = fcf f(s)dB(s). Find the quadratic variation process [M];
of M(t) and the compensator (M), of M(t)?.

Let s <t. Show that
E{B(t)’| Fs} =3(t — s)B(s) + B(s)’. (1)

Use Equation (1) to derive a martingale X; = B(t)®> — 3tB(t). Find the quadratic
variation process [X]; and the compensator (X);.

Let B(t) be a Brownian motion. Find all deterministic functions p(¢) such that
eBM+r(t) is a martingale.

Let By (t) and By(t) be two independent Brownian motions and let A,, = {to,t1,...,
tn—1,tn} be a partition of [a,b]. Show that

n

Z (B1(t;) — Bi(ti—1)) (Ba(t;) — Ba(ti—1)) — 0

=1

in L2(Q) as ||An|| = maxlgign(ti — ti—l) tends to 0.
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Suppose X1, ..., X,, are random variables such that for all A,..., A, € R,

M X1+ A Xn) _ Ji(Apit A A pn)— 2 (AjoT+4+2202)
Fe =e
2

where p1; € Rand o; > Ofor j = 1,...,n. Prove that the random variables X, ..., X,,
are independent and normally distributed.

Check whether X (t) = fg sgn(B(s) — s)dB(s) is a Brownian motion.
Let B(t) be a Brownian motion with respect to a probability measure P. Find the
density function of B(%) with respect to the probability measure dQ = e® W=3 4P,

Let B(t) be a Brownian motion with respect to a probability measure P. Find a
probability measure with respect to which the stochastic process W(t) = B(t) +t —
t3, 0 <t < 2, is a Brownian motion.



