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Math 7390 (Homework) Spring, 2002

§1.2) Find the characteristic functionals of the following continuous distributions:

1) Normal, (2) Uniform on an interval, (3) Exponential, (4) Gamma, (5) Cauchy.

(
(
(81.2) Find the characteristic functionals of the following discrete distributions:
(1) Binomial, (2) Poisson, (3) Geometric, (4) Negative binomial.

(

§1.3) Consider the random variable X (w) = w(t) + w(s), w € C[0,1] (the Wiener
space). Find the distribution function of X.

(81.4) Let H be an infinite dimensional Hilbert space with norm |-|. Show that |- | is
not a measurable norm.

(§1.4) Let H be an infinite dimensional Hilbert space with norm |- | and T a Hilbert-

Schmidt operator of H. Show that ||z|| = |Tz| is a measurable semi-norm.

(81.5) Let n be the canonical normal weak distribution on a Hllbert space H. Show
that if h and k are orthogonal in H, then n(h) and n(k) are independent random

variables.

(8§1.5) Let n be the canonical normal weak distribution on a Hllbert space H and {e,}
an orthonormal basis for H. Can the random series Y . n(e,)? possibly converge

to a random variable in some sense?
(81.6) Find the characteristic functional of the standard Gaussian measure on R™.
(81.6) Let H be a real Hilbert space with norm | - |. Use the result in Problem 8 to
show that the function ¢(x) = exp [ — 3|z|?], = € H, is positive definfite.
(§1.7) Let p,, and v, be the exponential distributions with parameters A\, and p,,
respectively. Let p=pq X --- X gy X ---and v =v1 X -+ X v, X ---. Find condition
on the parameters so that p and v are equivalent measures.
(§2.2) Show that the sum of two independent Gaussian random variables is also a
Gaussian random variable.
(§2.2) Suppose the joint distribution function of X and Y is given by

o) = Y2 A, @) e

Show that (a) both X and Y are Gaussian with mean 0 and variance 4/3, (b) X
and Y are not independent, and (c) for any a,b € R the random variable a X + bY is

Gaussian.

(§2.2) Let {X,,} be a sequence of Gaussian random variables. Suppose X,, converges

to X in L?(€). Show that X is also a Gaussian random variable.
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(§2.2) Let B(t) be a Brownian motion. Find constants a and b so that X(t) =
fg (a+b%) dB(u) is also a Brownian motion.

(Answer: a =2,b= -3 and a = —2,b = 3.)

(§2.2) Let B(t) be a Brownian motion. Find constants a,b, and ¢ so that X(t) =
fg (a+b% + c’t‘—j) dB(u) is also a Brownian motion.

(Answer: a =3,b=—12,¢ =10 and a = —3,b = 12,¢ = —10)

(§2.2) Let B(t) be a Brownian motion. Show that for any n there exist nonzero
constants ag,ai,...,a, so that X(t) = fg (a0 + a1 % + aglt‘—; 44 an’;—:) dB(u) is
also a Brownian motion.

(§2.2) Let B(t) be a Brownian motion. Show that both X (t) = fOt(Qt —u)dB(u) and
Y(t)= fg (3t —4u) dB(u) are Gaussian processes with mean function 0 and covariance
function 3s2t — %83 for s < t.

(Remark: The process X (t) is canonical, while Y (¢) is not canonical.)

(§2.3) Let B(t) be a Brownian motion. Find the distribution of X; = fg e~ 5 dB(s).
Check whether X; is a martingale.

(§2.3) Let B(t) be a Brownian motion. Find the distribution of Y; = fg B(s) ds.
Check whether Y; is a martingale.

(§2.4) Let B(t) be a Brownian motion. Check that X; =

martingale.

(8§2.5) Let B(t) be a Brownian motion. Find the covariance of f; |B(t)|dB(t) and
b

[, (sgnB(t)) dB(t).

§2.6) Let B(t) be a Brownian motion. Show that X; = YeB($) dB(s)is a martingale.

0

(§3.1) Let B(t) be a Brownian motion. Show that f(t) = eB®” does not belong to

L3([0,1] x Q).

(§3.2) Let B(t) be a Brownian motion. Show that X; = fot eB)? dB(s) is a local

martingale.

B(t)® — [ B(s)ds is a

1
3 0

(§3.3) A function ¢ on R is called convez if the inequality

plar + By) < ap(r) + Be(y)

holds for any o, 3 > 0, a + 3 = 1 and x,y € R. Show that if ¢ is convex, then the

inequality
ooz + a4+ - + anty) < ar1p(zr) + asp(xs) + -+ anp(zy)

holds for any n > 3, ay,9,...,0,, >0, 01 +ao+---+a, =1 and x1,29,...,2, € R.
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