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Abstract: We prove that if there are consecutive gaps at a rational point on a smooth curve defined over a finite field, then one can improve the usual lower bound on the minimum distance of certain algebraic-geometric codes defined using a multiple of the point.

A $q$-ary linear code of length $n$ and dimension $k$ is a vector subspace of dimension $k$ of $\mathbb{F}_q^n$, where $\mathbb{F}_q$ denotes the finite field with $q$ elements. The minimum distance of a code is the minimum number of places in which two distinct codewords differ. The greater the minimum distance, the greater the number of errors that the code can detect or correct. For a linear code, the minimum distance is also the minimum weight of a nonzero codeword, where the weight of a codeword is the number of nonzero places in that codeword. A linear code of length $n$, dimension $k$ and minimum distance $d$ is called an $[n,k,d]$-code.

V.D. Goppa realized that one could use the Riemann-Roch Theorem to show that certain codes produced from two divisors $G$ and $D$ on a curve have good properties. In particular, he gave lower bounds for the minimum distances of these codes. In a previous article, the first and third authors showed that if $G$ is taken to be a multiple of a point $P$, then knowledge of the gaps at $P$ may allow one to say that the minimum distance of the resulting code is greater than Goppa’s lower bound. We also showed that the presence of $t$ consecutive gaps, together with certain conditions on osculating spaces at the point $P$, could allow one to conclude that the resulting code has minimum distance at least $t$ greater than Goppa’s bound.

Here, we drop any assumptions about osculating spaces at $P$ and show that, by assuming more about the gaps at $P$, one may obtain a similar result relating consecutive gaps with an improvement of Goppa’s bound on the minimum distance. In the first section, we give the necessary definitions. The second section contains our main results (Theorems 3 and 4), and in the final section, we present two examples illustrating the theorems.

1. Let $X$ denote a nonsingular, geometrically irreducible, projective curve of genus $g > 1$ defined over $\mathbb{F}_q$. Assume that $X$ has $\mathbb{F}_q$-rational points. Let $D$ be a divisor on $X$ defined over $\mathbb{F}_q$ (i.e., $D$ is invariant under $\text{Gal}(\overline{\mathbb{F}}_q/\mathbb{F}_q)$). Then $L(D)$ will denote the $\mathbb{F}_q$-vector space of all rational functions $f$ on $X$, defined over $\mathbb{F}_q$, with divisor $(f) \geq -D$, together with the zero function, and $\Omega(D)$ will denote the $\mathbb{F}_q$-vector space of all rational differentials $\eta$ on $X$, defined over $\mathbb{F}_q$, with divisor $(\eta) \geq D$, together with the zero differential. Put $l(D) = \dim_{\mathbb{F}_q} L(D)$ and $i(D) = \dim_{\mathbb{F}_q} \Omega(D)$. The Riemann-Roch Theorem states that

$$l(D) = \deg D + 1 - g + i(D)$$

$$= \deg D + 1 - g + l(K - D),$$

---
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where $K$ is any canonical divisor on $X$. Also, we will write $D_0$ (resp. $D_\infty$) for the divisor of zeros (resp. divisor of poles) of $D$. Hence we have

\[
D_0 \geq 0, D_\infty \geq 0, (\text{Supp } D_0) \cap (\text{Supp } D_\infty) = \emptyset, \text{ and } D = D_0 - D_\infty.
\]

Let $G$ be a divisor on $X$ defined over $F_q$ and let $D = P_1 + P_2 + \cdots + P_n$ be another divisor on $X$ where $P_1, \ldots, P_n$ are distinct $F_q$-rational points and none of the $P_i$ is in the support of $G$. The algebraic-geometric Goppa codes $C_L(G, D)$ and $C_\Omega(G, D)$ are defined as follows (cf. [3,4,6,9]). The code $C_L(G, D)$ is the image of the linear map $\phi : L(G) \to \mathbb{F}_q^n$ defined by

\[
f \mapsto (f(P_1), f(P_2), \ldots, f(P_n)).
\]

If $\deg G < n$, then this code has dimension $l(G) \geq \deg G + 1 - g$ and minimum distance at least $n - \deg G$.

The code $C_\Omega(G, D)$ is the image of the linear map $\phi^* : \Omega(G - D) \to \mathbb{F}_q^n$ defined by

\[
\eta \mapsto (\text{res}_{P_1}(\eta), \text{res}_{P_2}(\eta), \ldots, \text{res}_{P_n}(\eta)).
\]

If $\deg G > 2g - 2$, then this code has dimension $l((K + D - G) \geq n - \deg G + g - 1$ and minimum distance at least $\deg G - (2g - 2)$. The codes $C_L(G, D)$ and $C_\Omega(G, D)$ are dual codes (i.e., dual vector subspaces of $\mathbb{F}_q^n$ under the usual inner product). Alternatively, if one fixes a nonzero rational differential $\omega$ with (canonical) divisor $K$, then, the image of $\phi^*$ is the same as the image of the map $\psi^* : L(K + D - G) \to \mathbb{F}_q^n$ defined by

\[
f \mapsto (\text{res}_{P_1}(f\omega), \text{res}_{P_2}(f\omega), \ldots, \text{res}_{P_n}(f\omega)).
\]

Now let $P$ denote a (closed) $\mathbb{F}_q$-rational point on $X$ and let $B$ be a divisor defined over $\mathbb{F}_q$. We call a natural number $\gamma$ a $B$-gap at $P$ if there is no rational function $f$ on $X$ such that

\[
((f) + B)_{\infty} = \gamma P.
\]

By the Riemann-Roch Theorem, $\gamma$ is a $B$-gap at $P$ if and only if $\gamma - 1$ is an order at $P$ for the divisor $K - B$ (where $K$ denotes a canonical divisor on $X$); i.e., we have

\[
K - B \sim (\gamma - 1)P + E,
\]

where $E \geq 0$, $P \notin \text{Supp}(E)$, and $\sim$ denotes linear equivalence. With this terminology, the usual Weierstrass gaps at $P$ are the 0-gaps at $P$.

2. In [1], the first and third authors proved the following result, which shows how knowledge of the gaps at $P$ can lead to a code with minimum distance greater than the lower bound above.

**Theorem 1.** Suppose $\gamma_j$ and $\gamma_k$ are $B$-gaps at $P$. Put $G = (\gamma_j + \gamma_k - 1)P + 2B$. Suppose $D = P_1 + P_2 + \cdots + P_n$, where the $P_i$ are $n$ distinct $\mathbb{F}_q$-rational points, each not belonging to the support of $G$. If the dimension of $C_\Omega(G, D)$ is positive, then the minimum distance of this code is at least $\deg G - 2g + 3$.  

2
The following similar result for the codes $C_L(G, D)$ was proved by Janwa [5] in the case of Weierstrass gaps.

**Theorem 2.** Suppose $\gamma$ is a $B$-gap at $P$. Put $G = \gamma P + B$. Suppose $D = P_1 + P_2 + \cdots + P_n$, where the $P_i$ are $n$ distinct $\mathbb{F}_q$-rational points, each not belonging to the support of $G$. If the code $C_L(G, D)$ has positive dimension, then its minimum distance is at least $\deg G + 1 - \gamma - \deg B$.

**Proof.** Suppose the minimum distance is exactly $n - \deg G$. Then there exists a rational function $f$ such that, after renumbering the $P_i$ if necessary, we have

$$(f) = P_1 + P_2 + \cdots + P_{\deg G} - G.$$ 

But then

$$(f) + B = P_1 + P_2 + \cdots + P_{\deg G} - \gamma P,$$

contradicting the fact that $\gamma$ is a $B$-gap at $P$. $\blacksquare$

In [1], the first and third authors went on to show that if there were $t + 1$ consecutive $B$-gaps $\gamma_j, \gamma_j + 1, \ldots, \gamma_j + t$ and if certain osculating spaces at $P$ missed certain linear spaces, then the minimum distance of the code in Theorem 1 is at least $\deg G - (2g - 2) + (t + 1)$. In this paper, we show that by assuming more about the sequence of $B$-gaps at $P$, one may drop the conditions on the osculating spaces. This results in an easy-to-check (once the gaps are known) criterion for showing that the minimum distance of certain codes is significantly better than the usual lower bound.

First, we present a generalization of Theorem 2 to the case of $t + 1$ consecutive gaps.

**Theorem 3.** Suppose that each of the integers $\gamma - t, \gamma - (t - 1), \ldots, \gamma - 1, \gamma$ is a $B$-gap at $P$. Put $G = \gamma P + B$. Suppose $D = P_1 + P_2 + \cdots + P_n$, where the $P_i$ are $n$ distinct $\mathbb{F}_q$-rational points, each not belonging to the support of $G$. If the code $C_L(G, D)$ has positive dimension, then its minimum distance is at least $n - \deg G + t + 1$.

**Proof.** Assume that there exists a rational function $f \in L(G)$ such that $f$ gives rise to a codeword of weight $w \leq n - \deg G + t$. Then, after renumbering the $P_i$ if necessary,

$$(f) = P_1 + P_2 + \cdots + P_{n-w} - G + E,$$

where $E$ is an effective divisor of degree at most $t$ defined over $\mathbb{F}_q$. Write $E = \lambda P + E'$, where $E'$ is effective, $P$ is not in the support of $E'$, and $0 \leq \lambda \leq t$. Using the fact that $G = \gamma P + B$, we then get

$$(f) + B = P_1 + P_2 + \cdots + P_{n-w} + E' - (\gamma - \lambda)P.$$

But this contradicts the hypothesis that $\gamma - \lambda$ is a $B$-gap at $P$. $\blacksquare$

Now we present a generalization of Theorem 1.

**Theorem 4.** Suppose that each of the integers $\alpha, \alpha + 1, \ldots, \alpha + t, \beta - (t - 1), \ldots, \beta - 1, \beta$ is a $B$-gap at $P$, with $\alpha + t \leq \beta$ and $t \geq 1$. Put $G = (\alpha + \beta - 1)P + 2B$. Suppose $D = P_1 + P_2 + \cdots + P_n$, where the $P_i$ are distinct $\mathbb{F}_q$-rational points, each not belonging to
the support of \( G \). If the code \( C_\Omega(G, D) \) has positive dimension, then its minimum distance is at least \( \deg G - (2g - 2) + (t + 1) \).

Our proof of Theorem 4 requires the following Lemma.

**Lemma.** With assumptions as in Theorem 4, further assume that there exists a canonical divisor \( K \) of the form

\[
K = G + E - (P_1 + P_2 + \cdots + P_w),
\]

where \( E \) is an effective divisor (defined over \( F_q \)) of degree \( t \), and where \( w = \deg G - (2g - 2) + t \leq n \). Then

1) \( L((\alpha + i)P + E + B) \neq L((\alpha + i - 1)P + E + B) \) for \( i = 0, 1, \ldots, t - 1 \). Also, \( L((\beta - j)P + E + B) \neq L((\beta - j - 1)P + E + B) \) for \( j = 0, 1, \ldots, t \).

2) If \( P \not\in \text{Supp}(E) \), then the function \( h(s) = l(sP + E + B) - l(sP + B) \) is a nondecreasing function of \( s \).

3) Suppose \( \text{Supp}(E) \), then the function \( h(s) = l(sP + E + B) - l(sP + B) \) is a nondecreasing function of \( s \).

**Proof of the Lemma.**

(1) Suppose that \( L((\alpha + i)P + E + B) = L((\alpha + i - 1)P + E + B) \) for some \( i = 0, 1, \ldots, t - 1 \). Then \( L((\alpha + i)P + E + B - P_1 - P_2 - \cdots - P_w) = L((\alpha + i - 1)P + E + B - P_1 - P_2 - \cdots - P_w) \), since no \( P_i \) equals \( P \). Then using the canonical divisor \( K \) and the Riemann-Roch Theorem, we obtain \( L((\beta - i - 1)P + B) \neq L((\beta - i)P + B) \), contradicting the assumption that \( \beta - i \) is a \( B \)-gap at \( P \). The second assertion is proved similarly using the fact that \( \alpha + j \) is a \( B \)-gap at \( P \).

(2) It suffices to show that if \( l(sP + B) = l((s - 1)P + B) + 1 \), then \( l(sP + E + B) = l((s - 1)P + E + B) + 1 \). But if \( f \in L(sP + B) \setminus L((s - 1)P + B) \), then \( f \in L(sP + E + B) \setminus L((s - 1)P + E + B) \) since \( P \not\in \text{Supp}(E) \).

(3) From part (1) of the Lemma, it follows that \( l((s + 1)P + E + B) = l(sP + E + B) + 1 \). Since \( s + 1 \) is a \( B \)-gap at \( P \), it follows that \( l((s + 1)P + B) = l(sP + B) \). Hence \( h(s + 1) = l((s + 1)P + E + B) - l((s + 1)P + B) = l(sP + E + B) + 1 - l(sP + B) = h(s) + 1 \).

**Proof of Theorem 4.** Our proof will proceed by induction on \( t \). Suppose \( t = 1 \). From Theorem 1, we know that the minimum distance of \( C_\Omega(G, D) \) is at least \( \deg G - 2g + 3 \). Assume that equality holds and let \( \eta \in \Omega(G - D) \) be a differential that gives rise to a codeword of weight \( w = \deg G - 2g + 3 \). Then, after possibly renumbering the \( P_i \),

\[
(\eta) = G - (P_1 + P_2 + \cdots + P_w) + Q,
\]

where \( Q \) is some \( F_q \)-rational point of \( X \). It follows from the first part of the Lemma that \( L(\alpha P + Q + B) \neq L((\alpha - 1)P + Q + B) \). From this, we may conclude that \( Q \neq P \), since \( \alpha + 1 \) is a \( B \)-gap at \( P \). Now consider the function \( h(s) \) defined in the second part of the Lemma with \( E = Q \). It follows from (3) of the Lemma that \( h(\alpha) \geq 1 \). Hence, by (2) of the Lemma, \( h(\beta - 1) \geq 1 \) and, by (3) of the Lemma, \( h(\beta) \geq 2 \). This is a contradiction since \( h(\beta) = l((\beta P + Q + B) - l((\beta P + B) \leq \deg Q = 1 \).

Now assume that the Theorem is true when \( t \) is replaced by \( t - 1 \). Then the minimum distance of \( C_\Omega(G, D) \) is at least \( \deg G - (2g - 2) + t \). Assume that equality holds and let
\( \eta \in \Omega(G-D) \) be a differential that gives rise to a codeword of weight \( w = \deg G - (2g-2) + t \). Then

\[
(\eta) = G - (P_1 + P_2 + \cdots + P_w) + E,
\]

where \( E \) is an effective divisor of degree \( t \) defined over \( \mathbf{F}_q \). We claim that \( P \notin \text{Supp}(E) \). For if \( P \) were in the support of \( E \), then by putting \( G' = G + P \) and applying the induction hypothesis (viewing \( \alpha + 1, \ldots, \alpha + t \) as \( t \) consecutive gaps), we would have that the minimum distance of \( C_{\Omega}(G', D) \) is at least \( \deg G' - (2g-2) + t = w + 1 \); but \( \eta \) gives rise to a codeword of this code of weight \( w \).

Now, as in the proof of the \( t = 1 \) case, we have \( h(\alpha) \geq 1 \) and \( h(\beta) = l(\beta P + E + B) - l(\beta P + B) \leq \deg E = t \). But from (3) of the Lemma, \( h(\alpha + t - 1) = h(\alpha) + t - 1 \geq t \). Since \( \alpha + t - 1 \leq \beta - 1 \), it follows from (2) and (3) of the Lemma, that \( h(\beta) \) is at least \( t + 1 \), which is a contradiction. \( \blacksquare \)

**Corollary.** Suppose \( \alpha, \alpha + 1, \ldots, \alpha + t \) are \( t + 1 \) consecutive \( B \)-gaps at \( P \). Put \( G = (2\alpha + t - 1)P + 2B \). If the code \( C_{\Omega}(G, D) \), with \( D \) as in Theorem 4, has positive dimension, then its minimum distance is at least \( \deg G - (2g - 2) + (t + 1) \).

In the special case that \( t = 1 \), we can also prove the following result by similar reasoning.

**Theorem 5.** Suppose \( \alpha, \beta \), and \( \beta + 1 \) are all \( B \)-gaps at \( P \), with \( \alpha < \beta \). Then with \( G \) and \( D \) as in Theorem 4, the code \( C_{\Omega}(G, D) \), if nontrivial, has minimum distance at least \( \deg G - 2g + 4 \).

3. We close with two examples to illustrate our results.

**Example 1.** Let \( X \) denote the Hermitian curve \( y^q + y = x^{q+1} \) defined over the field \( \mathbf{F}_{q^2} \). Codes on \( X \) have been studied by Stichtenoth [8], Yang and Kumar [11], and Xing [10], among others. We show how Theorems 3 and 4 may be used to give another method for determining the minimum distance of some of these codes. The Weierstrass points of \( X \) are precisely the \( \mathbf{F}_{q^2} \)-rational points and the gap sequence at each Weierstrass point is

\[
1, 2, 3, \ldots, q - 1, \\
q + 2, q + 3, \ldots, 2q - 1, \\
2q + 3, 2q + 4, \ldots, 3q - 1, \\
\vdots \\
(q - 4)(q + 1) + 1, (q - 4)(q + 1) + 2, (q - 3)q - 1, \\
(q - 3)(q + 1) + 1, (q - 2)q - 1, \\
(q - 2)(q + 1) + 1 = (q - 1)q - 1 = 2g - 1
\]

(cf. [7, 2, 8]). Let \( P \) denote the point at infinity. Fix an integer \( r \) with \( 1 \leq r \leq q - 2 \). Put \( \gamma = (r + 1)q - 1, G = \gamma P \), and let \( D \) denote the divisor of the \( q^2 \) \( \mathbf{F}_{q^2} \)-rational points other than \( P \). Then \( r(q + 1) + 1, r(q + 1) + 2, \ldots, \gamma \) are \( q - r - 1 \) consecutive gaps at \( P \). Hence, by Theorem 3, the minimum distance of \( C_L(G, D) \) is at least \( q^2 - r(q + 1) \). We can see
that equality holds as follows. Choose \( r \) distinct elements \( b_1, b_2, \ldots, b_r \in \mathbb{F}_{q^2} \) that do not satisfy the equation \( y^q + y = 0 \). Then the function

\[
    f = \prod_{i=1}^{r}(y - b_i)
\]

is in \( L(G) \) and has precisely \( r(q + 1) \) zeros among the finite points on \( X \). Therefore, \( f \) gives rise to a codeword of weight \( q^2 - r(q + 1) \) of the code \( C_L(G, D) \).

To illustrate Theorem 4, fix an integer \( s \) with \( 0 \leq s \leq q - 3 \). Put \( \alpha = s(q + 1) + 1, \beta = (s + 2)q - 1, \) and \( G = (\alpha + \beta - 1)P = (2(s + 1)q + s - 1)P \). Then by Theorem 4, the minimum distance of \( C_{\Omega}(G, D) \) is at least \( \deg G - (2g - 2) + (q - s - 1) = q(2s + 4 - q) \). Take \( s > (q - 4)/2 \). We claim that the minimum distance is exactly \( q(2s + 4 - q) \). Choose \( 2s + 4 - q \) distinct elements \( a_1, a_2, \ldots, a_{2s+4-q} \in \mathbb{F}_{q^2} \). Then the rational differential

\[
    \frac{dx}{\prod_{j=1}^{2s+4-q}(x - a_j)}
\]

is in \( \Omega(G - D) \) and has weight exactly \( q(2s + 4 - q) \).

**Example 2.** Let \( X \) denote the nonsingular model of the function field defined by the equation \( y^q + y = x^m \), where \( m > 2 \) divides \( q + 1 \), over the field \( \mathbb{F}_{q^2} \). Such curves have been studied by F.K. Schmidt [7], and by the first author and P. Viana [2]. The curve \( X \) has genus \( g = (m - 1)(q - 1)/2 \) and has \( 1 + q(1 + m(q - 1)) \) rational points over \( \mathbb{F}_{q^2} \), the maximum possible by the Hasse-Weil bound. These \( \mathbb{F}_{q^2} \)-rational points are precisely all the Weierstrass points of \( X \). Again, take \( P \) to be the point at infinity. Put \( u = (q + 1)/m \). The Weierstrass gaps at \( P \) are all positive integers of the form \( rm + s + 1 \), where \( r \) and \( s \) are all the nonnegative integers such that \( r + su \leq q - 1 - u \) (cf. [2]).

Let \( r \) be an integer with \( 0 \leq r \leq q - 1 - 2u \) and such that \( u \) divides \( r + 2 \). Put

\[
\begin{align*}
    \alpha &= rm + 1, \\
    \beta &= (r + u)m + (q - 1 - 2u - r)/u + 1 = (r + u)m + m - (r + 2)/u - 1, \\
    G &= (\alpha + \beta - 1)P.
\end{align*}
\]

Let \( D \) denote the sum of the remaining \( \mathbb{F}_{q^2} \)-rational points. Then Theorem 4 applies with \( t = (q - 1 - u - r)/u = m - (r + 2)/u - 1 \). Hence, the minimum distance \( d \) of \( C_{\Omega}(G, D) \) satisfies

\[
    d \geq \deg G - (2g - 2) + m - (r + 2)/u \\
    = q(2v - m + 1) + m(u - 1),
\]

where \( v = (r + 2)/u \). Now, further suppose that \( 2v - m + 1 \geq 0 \) (equivalently, that \( r \geq (q - u - 3)/2 \)). Then we claim that equality holds in the above bound on \( d \).

Choose \( u - 1 \) distinct elements \( b_1, b_2, \ldots, b_{u-1} \in \mathbb{F}_{q^2} \) such that \( b_j^2 + b_j \) is not equal to either 0 or 1 for \( j = 1, 2, \ldots, u - 1 \). Choose \( 2v - m + 1 \) distinct elements \( a_1, a_2, \ldots, a_{2v-m+1} \) in the cyclic subgroup of \( \mathbb{F}_{q^2} \) of order \( m \). (Note that since \( r \leq q - 3 = mu - 4 \), we have
\( v = (r + 2)/u < m. \) Hence, \( 2v - m + 1 < m. \) Thus \( a_i^m = 1 \) for \( i = 1, 2, \ldots, 2v - m + 1. \) Then it is not hard to see that the rational differential

\[
\frac{dx}{\prod_{j=1}^{u-1}(y - b_j) \cdot \prod_{i=1}^{2v-m+1}(x - a_i)}
\]

is in \( \Omega(G - D) \) and has precisely \( q(2v - m + 1) + m(u - 1) \) simple (since \( a_i^m = 1 \neq b_j^n + b_j \) for all \( i \) and \( j \)) poles. To our knowledge, the determination of the minimum distance of these codes is new.
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