M4056 Lecture Notes. Wednesday, September 29, 2010

MLE for the normal distribution. Suppose X = (X41,...,X,) is a sample from
a normal distribution with (unknown) parameters p and o?. The maximum likelihood
estimates for ;1 and o2 are worked out on page 321, by finding the critical points of the
two-variable likelihood function. The results are:

MLE,(z1,...,2,) =T = — Ti,

We showed previously that E(S?) = 0. Thus, E(MLE,2) = “=1g% This shows that
MLE,- is biased—it systematically underestimates o2. Thus, we see a purely mathemat-
ical reason for caution in the use of MLEs. They should not be used without evaluating
their behavior. We will study this problem in Section 7.3.

Homework. Chapter 7 (exercised on pages 355-367):
e hand in Friday, October 1: 1, 2(a), 6, 7, 9, 10;
e hand in Monday, October 4: 14, 19, 20, 21,22.

Hints.
1. MLEjy is a function of x.
2(a). If X is gamma(a, ), then

fX(x|aaﬂ) = xa—le—x/ﬂ,

so, if ¥ = (z1,...,x,), then

Maximize this function of (.
6. Let X = (X1,...,X,). Then

f2(@0) =[] 027 = 6", with t =[], ;.
=1

1



7. Let t =[], @i, let

1, if 8 = 0;
9(t,0) = {2-% 1/t if0=1.
Also, let
-1 if0<zx;<lfori=1,2,...n;
h(l’) — { ’ ) )
0 otherwise.
Then,

L(0]7) = g(t,0) - h(D).

9. See page 312 for a description of the method of moments. We describe it briefly
here. Suppose we have a sample X7,..., X,, that is iid fx(z|0:,...,0), where
the distribution has k& (unknown) scalar parameters. The moments of a random
variable X with this distribution are:

m;(0) = E(X7)0), j=1,2,....

The method of moments tells us estimate 61, ...,60; by solving the system of k
equations:
AN -
=S X =m;0), j=1,2,....k (%)
n
i=1

If X is uniform on (0, #), then the moments of X are:

92’

i+ 1

. 1 9 .
m; = E(X")=- | z'dr=
0 Jo

Now, in this example there is only one parameter to estimate. The system (x)
reduces to: o
X = mi = 0 / 2,

so @ = 2X is the method-of-moments estimate.

To find the M LE, we need to write the likelihood function. We have
calculated this previously, in the examples we worked for sufficient statistics:

= s 9_" if XZ .:1,2,..., S@,
HOD = 10 = {0 e "

Fixing the z;, the maximum value of L(0|Z) clearly occurs when 6 = max;{x;},
since 6~ is a decreasing function of 6. (How would this problem change of the
original distribution had been uniform on (0, #) rather than [0, 0]?)

To complete this problem, you must calculate the expected value and the
variance of 2X and of max{X; |i=1,2,...,n}.

10. After the above, this should be within your capability.



