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## Background

Strict Lyapunov function decay: $\dot{V}(t, x) \leq-W(x)$, with $W(x)$ positive definite.

Nonstrict Lyapunov function decay: $\dot{V}(t, x) \leq-W(x)$, with $W(x)$ nonnegative definite.

Either way, $\inf _{t} V(t, x)$ is assumed proper and positive definite.

This has led to significant research on explicitly constructing strict Lyapunov functions.

## Background

Strict Lyapunov function decay:
$\dot{V}(t, x) \leq-W(x)$, with $W(x)$ positive definite.

Nonstrict Lyapunov function decay: $\dot{V}(t, x) \leq-W(x)$, with $W(x)$ nonnegative definite.

Either way, $\inf _{t} V(t, x)$ is assumed proper and positive definite.

We assume standard assumptions on the dynamics which hold under smooth forward completeness and time-periodicity.
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The special case where $\gamma$ and $d$ are not present is UGAS. This corresponds to point stabilization but not just attractivity.
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$$

To see why, suppose $\beta$ existed. Take $x_{0}=1$ and $t=2 t_{0}+1$.

$$
\begin{equation*}
\frac{1}{2}=\frac{1+t_{0}}{2+2 t_{0}} \leq \beta\left(1, t_{0}+1\right) \rightarrow 0 \text { as } t_{0} \rightarrow+\infty \tag{6}
\end{equation*}
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Assume that $V$ is proper and positive definite and admits a constant $k>0$ and $\gamma \in \mathcal{K}_{\infty}$ such that $\dot{V} \leq-k V+\gamma(|d|)$ along all trajectories. This is exponential stability with overflow.

Multiply both sides by $e^{k t}$ and integrate. That gives ISS since $V(x(t)) \leq e^{-k t} V(x(0))+\gamma\left(|d|_{\infty}\right) / k$ along all trajectories.

Assume in addition that there are positive constants $c_{i}$ such that $c_{1}|x|^{2} \leq V(x) \leq c_{2}|x|^{2}$ everywhere.

$$
|x(t)| \leq \sqrt{\frac{c_{2}}{c_{1}}} e^{-t k / 2}|x(0)|+\sqrt{\frac{\gamma\left(|d|_{\infty}\right)}{k c_{1}}} .
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More general ISS decay: $\dot{V} \leq-\alpha_{1}(V)+\alpha_{2}(|d|), \alpha_{i} \in \mathcal{K}_{\infty}$.
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\end{equation*}
$$

is UGAS to the origin.
Assume that we have a strict Lyapunov function $V$ so that $W(x)=\inf _{t}\left\{-\left[V_{t}(t, x)+V_{x}(t, x) \mathcal{F}_{\mathrm{cl}}(t, x)\right]\right\}$ is proper.

Then

$$
\begin{equation*}
\dot{x}=f(t, x)+g(t, x)\left[K(t, x)-D_{x} V(t, x) \cdot g(t, x)+d\right] \tag{8}
\end{equation*}
$$

is ISS with respect to actuator errors $d$.
Need $K(t, x)$ and $D_{x} V(t, x) \cdot g(t, x)$.

## Brockett's Criterion

## Brockett's Criterion

There may be virtual obstacles to time-invariant stabilization.

## Brockett's Criterion

There may be virtual obstacles to time-invariant stabilization.

$$
\left\{\begin{array}{l}
\dot{x}_{1}=u_{1}  \tag{9}\\
\dot{x}_{2}=u_{2} u_{1}
\end{array}\right.
$$

## Brockett's Criterion

There may be virtual obstacles to time-invariant stabilization.

$$
\left\{\begin{array}{l}
\dot{x}_{1}=u_{1}  \tag{9}\\
\dot{x}_{2}=u_{2} u_{1} .
\end{array}\right.
$$

There is no $C^{1}$ feedback $k(x)$ stabilizing the origin of (9).

## Brockett's Criterion

There may be virtual obstacles to time-invariant stabilization.

$$
\left\{\begin{array}{l}
\dot{x}_{1}=u_{1}  \tag{9}\\
\dot{x}_{2}=u_{2} u_{1} .
\end{array}\right.
$$

There is no $C^{1}$ feedback $k(x)$ stabilizing the origin of (9).
Brockett's Stabilization Theorem:

## Brockett's Criterion

There may be virtual obstacles to time-invariant stabilization.

$$
\left\{\begin{array}{l}
\dot{x}_{1}=u_{1}  \tag{9}\\
\dot{x}_{2}=u_{2} u_{1} .
\end{array}\right.
$$

There is no $C^{1}$ feedback $k(x)$ stabilizing the origin of (9).
Brockett's Stabilization Theorem: Let a system $\dot{x}=f(x, u)$ with $f \in C^{1}$ admit an equilibrium point $x_{*}$ and a $C^{1}$ feedback $u_{s}(x)$ such that $\dot{x}=f\left(x, u_{s}(x)\right)$ has the LAS equilibrium point $x_{*}$.

## Brockett's Criterion

There may be virtual obstacles to time-invariant stabilization.

$$
\left\{\begin{array}{l}
\dot{x}_{1}=u_{1}  \tag{9}\\
\dot{x}_{2}=u_{2} u_{1} .
\end{array}\right.
$$

There is no $C^{1}$ feedback $k(x)$ stabilizing the origin of (9).
Brockett's Stabilization Theorem: Let a system $\dot{x}=f(x, u)$ with $f \in C^{1}$ admit an equilibrium point $x_{*}$ and a $C^{1}$ feedback $u_{s}(x)$ such that $\dot{x}=f\left(x, u_{s}(x)\right)$ has the LAS equilibrium point $x_{*}$. Then the image of the map $f$ contains some neighborhood of $x_{*}$.

## Brockett's Criterion

There may be virtual obstacles to time-invariant stabilization.

$$
\left\{\begin{array}{l}
\dot{x}_{1}=u_{1}  \tag{9}\\
\dot{x}_{2}=u_{2} u_{1} .
\end{array}\right.
$$

There is no $C^{1}$ feedback $k(x)$ stabilizing the origin of (9).
Brockett's Stabilization Theorem: Let a system $\dot{x}=f(x, u)$ with $f \in C^{1}$ admit an equilibrium point $x_{*}$ and a $C^{1}$ feedback $u_{s}(x)$ such that $\dot{x}=f\left(x, u_{s}(x)\right)$ has the LAS equilibrium point $x_{*}$. Then the image of the map $f$ contains some neighborhood of $x_{*}$.

Proof:

## Brockett's Criterion

There may be virtual obstacles to time-invariant stabilization.

$$
\left\{\begin{array}{l}
\dot{x}_{1}=u_{1}  \tag{9}\\
\dot{x}_{2}=u_{2} u_{1} .
\end{array}\right.
$$

There is no $C^{1}$ feedback $k(x)$ stabilizing the origin of (9).
Brockett's Stabilization Theorem: Let a system $\dot{x}=f(x, u)$ with $f \in C^{1}$ admit an equilibrium point $x_{*}$ and a $C^{1}$ feedback $u_{s}(x)$ such that $\dot{x}=f\left(x, u_{s}(x)\right)$ has the LAS equilibrium point $x_{*}$. Then the image of the map $f$ contains some neighborhood of $x_{*}$.
Proof: Use degree theory (functional analysis) and homotopy arguments (general topology).

## Brockett's Criterion
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$$
\left\{\begin{array}{l}
\dot{x}_{1}=u_{1}  \tag{9}\\
\dot{x}_{2}=u_{2} u_{1} .
\end{array}\right.
$$

There is no $C^{1}$ feedback $k(x)$ stabilizing the origin of (9).
Brockett's Stabilization Theorem: Let a system $\dot{x}=f(x, u)$ with $f \in C^{1}$ admit an equilibrium point $x_{*}$ and a $C^{1}$ feedback $u_{s}(x)$ such that $\dot{x}=f\left(x, u_{s}(x)\right)$ has the LAS equilibrium point $x_{*}$. Then the image of the map $f$ contains some neighborhood of $x_{*}$.
Proof: Use degree theory (functional analysis) and homotopy arguments (general topology). See Chapter 5 of Sontag's book Mathematical Control Theory.
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$$

with a $C^{1}$ feedback $K(x)$ if $\operatorname{rank}\left[g_{1}(0), \ldots, g_{m}(0)\right]=m<n$.
This includes all totally nonholonomic mechanical systems.
To see why, rearrange the rows of $G$ so that the first $m$ rows are invertible near 0 . Then if $(0, a)^{\top}$ is in the image of the dynamics with $a \approx 0$, we get a $u$ such that $G(x) u=(0, a)^{\top}$. Hence $G_{1}(x) u=0$, hence $u=0$, so $a=0$.
We use time-varying feedback or non- $C^{1}$ feedback to overcome such virtual obstacles. An example of the first approach follows.
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\begin{aligned}
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\dot{x}_{1}=u_{1} \\
\dot{x}_{2}=u_{2} u_{1} .
\end{array}\right. \\
& u_{1}=-x_{1}+\sin (t)\left[\cos (t) x_{1}+x_{2}\right] \\
& u_{2}=-\sin (t)-\cos (t) \\
& \left\{\begin{array}{l}
\dot{x}_{1}=-x_{1}+\sin (t)\left[\cos (t) x_{1}+x_{2}\right] \\
\dot{x}_{2}
\end{array}\right. \\
& \left\{\begin{array}{l}
\dot{x}_{2}=[-\sin (t)-\cos (t)]\left[-x_{1}+\sin (t)\left(\cos (t) x_{1}+x_{2}\right)\right] .
\end{array}\right. \\
& \zeta=\cos (t) x_{1}+x_{2} \cdot \dot{\zeta}=-\sin ^{2}(t) \zeta . \dot{x}_{1}=-x_{1}+\sin (t) \zeta .
\end{aligned}
$$

## Time-Varying Feebdack

$$
\left.\left.\begin{array}{c}
\left\{\begin{array}{l}
\dot{x}_{1}=u_{1} \\
\dot{x}_{2}=
\end{array} u_{2} u_{1} .\right.
\end{array}\right\} \begin{array}{c}
u_{1}=-x_{1}+\sin (t)\left[\cos (t) x_{1}+x_{2}\right] \\
u_{2}=-\sin (t)-\cos (t)
\end{array}\right\} \begin{gathered}
\dot{x}_{1}=-x_{1}+\sin (t)\left[\cos (t) x_{1}+x_{2}\right] \\
\dot{x}_{2}=[-\sin (t)-\cos (t)]\left[-x_{1}+\sin (t)\left(\cos (t) x_{1}+x_{2}\right)\right] . \\
\zeta=\cos (t) x_{1}+x_{2} \cdot \dot{\zeta}=-\sin ^{2}(t) \zeta \cdot \dot{x}_{1}=-x_{1}+\sin (t) \zeta . \\
\left|x\left(t, t_{0}, x_{0}\right)\right| \leq(4+10 \sqrt{e}) e^{-0.5\left(t-t_{0}\right)}\left|x_{0}\right|
\end{gathered}
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For example, $\Pi\left(V_{s}\right)$ is an ilSS Lyapunov function for the previous system for a suitable $\Pi$. Also, $\dot{x}=-\arctan (x)+u$.
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We can build strict Lyapunov functions under generalized Jurdjevic-Quinn conditions for much more general systems.
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$$
\begin{equation*}
\dot{q}=\frac{\partial V}{\partial p}(q, p)^{\top}, \quad \dot{p}=-\frac{\partial V}{\partial q}(q, p)^{\top}+\tau_{n} \tag{23}
\end{equation*}
$$
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## Constructing the Auxiliary Function $\psi$

Need $\left[(x \neq 0) \&\left(L_{f} V(x)=0\right) \&\left(L_{g} V(x)=0\right)\right] \Rightarrow\left(L_{f} \psi(x)<0\right)$.
$g(x) u=f_{1}(x) u_{1}+f_{2}(x) u_{2}+\ldots+f_{m}(x) u_{m} . f(x)=f_{0}(x)$.
We assume the Weak Jurdjevic Quinn Conditions: There exists a smooth function $V: \mathbb{R}^{n} \rightarrow \mathbb{R}$ satisfying:

1. $V$ is positive definite and radially unbounded;
2. for all $x \in \mathbb{R}^{n}, L_{f_{0}} V(x) \leq 0$; and
3. there exists an integer $I \geq 2$ such that the set

$$
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\end{array}\right\}
$$

equals $\{0\}$.
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then $\psi(x)=L_{G} V(x)$ satisfies: If $x \in \mathbb{R}^{n} \backslash\{0\}$, and if $L_{f_{i}} V(x)=0$ for $i=0,1, \ldots, m$, then $L_{f_{0}} \psi(x)<0$.
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Question: Can we transform $V$ into a strict Lyapunov function?
Answer: Yes. (Mazenc-Nesic, IEEE T-AC, 2004).
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## First Construction

We have several other methods for converting a nonstrict Lyapunov function into a strict one.

We call this process strictification.
However, this term is not a standard English word.
We strictify by adding auxiliary functions to a smoothly transformed nonstrict Lyapunov function.

Let $V \in C^{\infty}$ be a nonstrict Lyapunov function for $\dot{x}=f(t, x)$, $x \in \mathbb{R}^{n}$, with $f$ and $V$ having period $T$ in $t$.
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Theorem 1
Assume $\exists$ constants $\tau \in(0, T]$ and $\ell \in \mathbb{N}$ and a positive definite continuous function $\rho$ such that for all $x \in \mathbb{R}^{n}$ and all $t \in[0, \tau]$,

$$
\begin{equation*}
a_{1}(t, x)+\sum_{m=2}^{\ell} a_{m}^{2}(t, x) \geq \rho(V(t, x)) . \tag{26}
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a_{1}=-\dot{V} . a_{i+1}=-\dot{a}_{i} . A_{j}(t, x)=\sum_{m=1}^{j} a_{m+1}(t, x) a_{m}(t, x) .
$$

Theorem 1
Assume $\exists$ constants $\tau \in(0, T]$ and $\ell \in \mathbb{N}$ and a positive definite continuous function $\rho$ such that for all $x \in \mathbb{R}^{n}$ and all $t \in[0, \tau]$,

$$
\begin{equation*}
a_{1}(t, x)+\sum_{m=2}^{\ell} a_{m}^{2}(t, x) \geq \rho(V(t, x)) . \tag{26}
\end{equation*}
$$

Then we can explicitly determine functions $\mathcal{F}_{j}$ and $\mathcal{G}$ such that

$$
\begin{equation*}
V^{\sharp}(t, x)=\sum_{j=1}^{\ell-1} \mathcal{F}_{j}(V(t, x)) A_{j}(t, x)+\mathcal{G}(t, V(t, x)) \tag{27}
\end{equation*}
$$

is a strict Lyapunov function, giving UGAS of the dynamics.
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The relaxed NDC (5) allows cases where all of the iterated Lie derivatives vanish for some times $t$.
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\left\{\begin{array}{l}
\dot{x}_{1}=\cos (t) x_{2}  \tag{28}\\
\dot{x}_{2}=-\cos (t) x_{1}-x_{2}
\end{array}\right.
$$

$V(x)=\frac{1}{2}|x|^{2}, \ell=3$, and $T=2 \pi$. Nonstrict: $\dot{V}(x)=-x_{2}^{2}$.
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a_{1}(t, x)+a_{2}^{2}(t, x)+a_{3}^{2}(t, x) \geq \frac{4 \cos ^{4}(t)}{200(V(x)+1)} V^{2}(x)
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Hence, (5) holds with $\tau=\frac{\pi}{4}$ and $\rho(r)=r^{2} /\{200(r+1)\}$.
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for all $m \in\{1, \ldots, \ell+1\}$ and all $(t, x) \in[0, \infty) \times \mathbb{R}^{n}$.

## Idea of Proof of Thm 1, Part 1/3

Let $\Gamma \in C^{1}$ be any everywhere positive increasing function s.t.

$$
\Gamma(V(t, x)) \geq(\ell+2)\left|a_{m}(t, x)\right|+1
$$

for all $m \in\{1, \ldots, \ell+1\}$ and all $(t, x) \in[0, \infty) \times \mathbb{R}^{n}$.
Pick $\omega \in \mathcal{K}_{\infty} \cap C^{1}$ and the strictly increasing everywhere positive function $K \in C^{1}$ such that
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\begin{equation*}
\rho(r) \geq \frac{\omega(r)}{K(r)} \forall r \geq 0 \tag{29}
\end{equation*}
$$
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\begin{align*}
& k_{\ell-1}(v)=\omega^{2^{\ell-1}}(v) \text { and } k_{p}(v)=k_{\ell-1}(v) \Omega^{1-2^{\ell-p-1}}(v) \\
& \text { for } 1 \leq p \leq \ell-2, \text { where } \Omega(v)=\frac{2 \tau \omega(v)}{3 T(\ell-2) \Gamma^{2}(v) K(v)} \tag{30}
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$$

and

$$
\begin{equation*}
M_{p}(t, x)=\sum_{m=1}^{p} a_{m+1}(t, x) a_{m}(t, x)+\int_{0}^{V(t, x)} \Gamma(r) \mathrm{d} r \tag{31}
\end{equation*}
$$
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\begin{align*}
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$$
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and $q: \mathbb{R} \rightarrow[0,1]$ be any continuous function with period $T$ s.t. $q(t)=0$ for all $t \in[\tau, T]$ and $q(t)=1$ for all $t \in\left[\frac{\tau}{3}, \frac{2 \tau}{3}\right]$.
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Let $G$ be any $C^{1}$ function such that
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G^{\prime}(v) \geq T\left|k_{\ell-1}(v) \frac{\omega^{\prime}(v) K(v)-\omega(v) K^{\prime}(v)}{K^{2}(v)}+k_{\ell-1}^{\prime}(v) \frac{\omega(v)}{K(v)}\right|
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for all $v \geq 0$.
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$$
\begin{aligned}
& V^{\sharp}(t, x)=V(t, x) S_{3}(t, x)+\kappa(V(t, x)) V(t, x), \\
& \text { where } S_{3}(t, x)=S_{1}(t, x)+S_{2}(t, x), \\
& \begin{aligned}
S_{1}(t, x) & =\sum_{p=1}^{\ell-1} k_{p}(V(t, x)) M_{p}(t, x)+k_{0}(V(t, x)) V(t, x), \\
S_{2}(t, x) & =G(V(t, x)) \\
& \quad+\frac{1}{T}\left(\int_{t-T}^{t} \int_{s}^{t} q(r) \mathrm{d} r \mathrm{~d} s\right) k_{\ell-1}(V(t, x)) \frac{\omega(V(t, x))}{K(V(t, x))},
\end{aligned}
\end{aligned}
$$

and $\kappa \in C^{1}$ is any increasing function such that $\kappa(V(t, x)) \geq\left|S_{3}(t, x)\right|+1$ everywhere.
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## Assumptions 1

There exist a storage function $V_{1}: \mathcal{X} \rightarrow[0, \infty)$; functions $h_{1}, \ldots, h_{m}$ such that $h_{j}(0)=0$ for all $j$; everywhere positive functions $r_{1}, \ldots, r_{m}$ and $\rho$; and an integer $N>0$ for which
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\nabla V_{1}(x) f(x) \leq-r_{1}(x) h_{1}^{2}(x)-\ldots-r_{m}(x) h_{m}^{2}(x) \forall x \in \mathcal{X} \tag{33}
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& \nabla V_{1}(x) f(x) \leq-r_{1}(x) h_{1}^{2}(x)-\ldots-r_{m}(x) h_{m}^{2}(x) \forall x \in \mathcal{X}  \tag{33}\\
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There exist a storage function $V_{1}: \mathcal{X} \rightarrow[0, \infty)$; functions $h_{1}, \ldots, h_{m}$ such that $h_{j}(0)=0$ for all $j$; everywhere positive functions $r_{1}, \ldots, r_{m}$ and $\rho$; and an integer $N>0$ for which
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\begin{align*}
& \nabla V_{1}(x) f(x) \leq-r_{1}(x) h_{1}^{2}(x)-\ldots-r_{m}(x) h_{m}^{2}(x) \forall x \in \mathcal{X}  \tag{33}\\
& \text { and } \sum_{k=0}^{N-1} \sum_{j=1}^{m}\left[L_{f}^{k} h_{j}(x)\right]^{2} \geq \rho\left(V_{1}(x)\right) V_{1}(x) \forall x \in \mathcal{X} . \tag{34}
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Also, $f \in C^{\infty}\left(\mathbb{R}^{n}\right)$, and $V_{1}$ has a positive definite quadratic lower bound in some neighborhood of $0 \in \mathbb{R}^{n}$.

Second Construction for $\dot{x}=f(x), x \in \mathcal{X}$ (MM-FM)

## Second Construction for $\dot{x}=f(x), x \in \mathcal{X}$ (MM-FM)

Theorem 2
Assume that $\dot{x}=f(x)$ satisfies Assumptions 1.

## Second Construction for $\dot{x}=f(x), x \in \mathcal{X}$ (MM-FM)

Theorem 2
Assume that $\dot{x}=f(x)$ satisfies Assumptions 1. Set

$$
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Theorem 2
Assume that $\dot{x}=f(x)$ satisfies Assumptions 1. Set
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\begin{equation*}
V_{i}(x)=-\sum_{\ell=1}^{m} L_{f}^{i-2} h_{\ell}(x) L_{f}^{i-1} h_{\ell}(x), \quad i=2, \ldots, N . \tag{35}
\end{equation*}
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One can determine explicit functions $k_{\ell}, \Omega_{\ell} \in \mathcal{K}_{\infty} \cap C^{1}$ such that
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\begin{equation*}
S(x)=\sum_{\ell=1}^{N} \Omega_{\ell}\left(k_{\ell}\left(V_{1}(x)\right)+V_{\ell}(x)\right) \tag{36}
\end{equation*}
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is a strict Lyapunov function on $\mathcal{X}$ satisfying $S(x) \geq V_{1}(x)$ on $\mathcal{X}$.
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$$

One can determine explicit functions $k_{\ell}, \Omega_{\ell} \in \mathcal{K}_{\infty} \cap C^{1}$ such that
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\begin{equation*}
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\end{equation*}
$$

is a strict Lyapunov function on $\mathcal{X}$ satisfying $S(x) \geq V_{1}(x)$ on $\mathcal{X}$.
Significance: New theorem says which functions $V_{i}$ to pick.

## Second Construction for $\dot{x}=f(x), x \in \mathcal{X}$ (MM-FM)

Theorem 2
Assume that $\dot{x}=f(x)$ satisfies Assumptions 1. Set

$$
\begin{equation*}
V_{i}(x)=-\sum_{\ell=1}^{m} L_{f}^{i-2} h_{\ell}(x) L_{f}^{i-1} h_{\ell}(x), \quad i=2, \ldots, N . \tag{35}
\end{equation*}
$$

One can determine explicit functions $k_{\ell}, \Omega_{\ell} \in \mathcal{K}_{\infty} \cap C^{1}$ such that

$$
\begin{equation*}
S(x)=\sum_{\ell=1}^{N} \Omega_{\ell}\left(k_{\ell}\left(V_{1}(x)\right)+V_{\ell}(x)\right) \tag{36}
\end{equation*}
$$

is a strict Lyapunov function on $\mathcal{X}$ satisfying $S(x) \geq V_{1}(x)$ on $\mathcal{X}$.
Significance: Allows any open state space $\mathcal{X}$ containing $0 \in \mathbb{R}^{n}$.

## Second Construction for $\dot{x}=f(x), x \in \mathcal{X}$ (MM-FM)

Theorem 2
Assume that $\dot{x}=f(x)$ satisfies Assumptions 1. Set

$$
\begin{equation*}
V_{i}(x)=-\sum_{\ell=1}^{m} L_{f}^{i-2} h_{\ell}(x) L_{f}^{i-1} h_{\ell}(x), \quad i=2, \ldots, N . \tag{35}
\end{equation*}
$$

One can determine explicit functions $k_{\ell}, \Omega_{\ell} \in \mathcal{K}_{\infty} \cap C^{1}$ such that

$$
\begin{equation*}
S(x)=\sum_{\ell=1}^{N} \Omega_{\ell}\left(k_{\ell}\left(V_{1}(x)\right)+V_{\ell}(x)\right) \tag{36}
\end{equation*}
$$

is a strict Lyapunov function on $\mathcal{X}$ satisfying $S(x) \geq V_{1}(x)$ on $\mathcal{X}$.
Significance: Readily extends to time periodic t-v systems.
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Find everywhere positive $C^{1}$ increasing $\phi_{1}$ and $p_{1}$ s.t.
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\begin{equation*}
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\end{equation*}
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everywhere when $1 \leq i \leq N$, where
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\mathcal{N}_{1}(x)=R(x) \sum_{l=1}^{m} h_{l}^{2}(x), \quad R(x)=\frac{\prod_{i=1}^{m} r_{i}(x)}{\prod_{i=1}^{m}\left[r_{i}(x)+1\right]}
$$

## Idea of Proof-Part 1/3

Find everywhere positive $C^{1}$ increasing $\phi_{1}$ and $p_{1}$ s.t.

$$
\begin{gather*}
\nabla V_{i}(x) f(x) \leq-\mathcal{N}_{i}(x)+\phi_{1}\left(V_{1}(x)\right) \sqrt{\mathcal{N}_{i-1}(x)} \sqrt{V_{1}(x)}  \tag{37}\\
\text { and }\left|V_{i}(x)\right| \leq p_{1}\left(V_{1}(x)\right) V_{1}(x) \tag{38}
\end{gather*}
$$

everywhere when $1 \leq i \leq N$, where

$$
\begin{aligned}
& \mathcal{N}_{1}(x)=R(x) \sum_{l=1}^{m} h_{l}^{2}(x), \quad R(x)=\frac{\prod_{i=1}^{m} r_{i}(x)}{\prod_{i=1}^{m}\left[r_{i}(x)+1\right]}, \\
& \text { and } \mathcal{N}_{i}(x)=\sum_{l=1}^{m}\left[L_{f}^{i-1} h_{l}(x)\right]^{2} \forall i \geq 2
\end{aligned}
$$
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## Idea of Proof-Part 2/3

Find $\underline{\alpha} \in \mathcal{K}_{\infty}$ so that $V_{1}(x) \geq \underline{\alpha}(|x|)$ on $\mathcal{X}$.
Find a decreasing everywhere positive function $\underline{\rho}$ so that
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R(x) \geq \underline{\rho}(\underline{\alpha}(|x|)) \geq \underline{\rho}\left(V_{1}(x)\right) \forall x \in \mathcal{X} .
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## Idea of Proof-Part 2/3

Find $\underline{\alpha} \in \mathcal{K}_{\infty}$ so that $V_{1}(x) \geq \underline{\alpha}(|x|)$ on $\mathcal{X}$.
Find a decreasing everywhere positive function $\underline{\rho}$ so that

$$
R(x) \geq \underline{\rho}(\underline{\alpha}(|x|)) \geq \underline{\rho}\left(V_{1}(x)\right) \quad \forall x \in \mathcal{X} .
$$

Finally, find a continuous everywhere positive $\tilde{\rho}$ so that

$$
\begin{equation*}
\sum_{i=1}^{N} \mathcal{N}_{i}(x) \geq \tilde{\rho}\left(V_{1}(x)\right) V_{1}(x) \tag{39}
\end{equation*}
$$

everywhere.
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\begin{gather*}
S(x)=\Omega_{1}\left(2 V_{1}(x)\right)+\sum_{i=2}^{N} \Omega_{i}\left(U_{i}(x)\right), \text { where }  \tag{40}\\
U_{i}(x)=V_{i}(x)+V_{1}(x)\left[1+p_{1}\left(V_{1}(x)\right)\right]
\end{gather*}
$$
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Use our Matrosov construction from ACC'08.

$$
\begin{gather*}
S(x)=\Omega_{1}\left(2 V_{1}(x)\right)+\sum_{i=2}^{N} \Omega_{i}\left(U_{i}(x)\right), \text { where }  \tag{40}\\
U_{i}(x)=V_{i}(x)+V_{1}(x)\left[1+p_{1}\left(V_{1}(x)\right)\right] \tag{41}
\end{gather*}
$$

$\Omega_{N}(r)=r$, and $\left\{\Omega_{i}\right\}_{i=1}^{N-1}$ satisfy

$$
\begin{equation*}
\Omega_{i}^{\prime}\left(U_{i}\right) \geq(N-1)^{2} \frac{8 \phi_{1}^{2}\left(V_{1}\right)}{\tilde{\rho}\left(V_{1}\right)} \sum_{r=1+i}^{N} \Omega_{r}^{\prime}\left(U_{r}\right)^{2} \tag{42}
\end{equation*}
$$

with $\Omega_{i}^{\prime}:[0, \infty) \rightarrow[1, \infty)$ continuous and increasing for each $i$.
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\left\{\begin{array}{l}
\dot{x}_{1}=x_{2}  \tag{43}\\
\dot{x}_{2}=-x_{1}-x_{2}^{3}
\end{array}\right.
$$
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## Another Matrosov Construction

$$
\begin{gather*}
\left\{\begin{array}{l}
\dot{x}_{1}=x_{2} \\
\dot{x}_{2}=-x_{1}-x_{2}^{3}
\end{array}\right.  \tag{43}\\
V_{1}(x)=\frac{1}{4}\left(x_{1}^{2}+x_{2}^{2}\right)^{2}, \quad \mathcal{N}_{1}(x)=\left(x_{1}^{2}+x_{2}^{2}\right) x_{2}^{4} \\
V_{2}(x)=\frac{1}{2}\left(x_{1}^{2}+x_{2}^{2}\right), \quad \mathcal{N}_{2}(x)=x_{2}^{4} \\
V_{3}(x)=\frac{1}{2}\left(x_{1}^{2}+x_{2}^{2}\right) x_{1} x_{2}, \quad \text { and } \mathcal{N}_{3}(x)=\frac{1}{2}\left[x_{1}^{2}+x_{2}^{2}\right] x_{1}^{2} . \\
U_{2}(x)=V_{1}(x)+V_{2}(x)
\end{gather*}
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## Another Matrosov Construction

$$
\begin{gather*}
\left\{\begin{array}{l}
\dot{x}_{1}=x_{2} \\
\dot{x}_{2}=-x_{1}-x_{2}^{3}
\end{array}\right.  \tag{43}\\
V_{1}(x)=\frac{1}{4}\left(x_{1}^{2}+x_{2}^{2}\right)^{2}, \quad \mathcal{N}_{1}(x)=\left(x_{1}^{2}+x_{2}^{2}\right) x_{2}^{4} \\
V_{2}(x)=\frac{1}{2}\left(x_{1}^{2}+x_{2}^{2}\right), \quad \mathcal{N}_{2}(x)=x_{2}^{4} \\
V_{3}(x)=\frac{1}{2}\left(x_{1}^{2}+x_{2}^{2}\right) x_{1} x_{2}, \quad \text { and } \mathcal{N}_{3}(x)=\frac{1}{2}\left[x_{1}^{2}+x_{2}^{2}\right] x_{1}^{2} \\
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## Use of Theorem 2

There are many Lyapunov constructions for Lotka-Volterra models available based on computing the LaSalle invariant set.

Our result is original and significant because we provide a global strict Lyapunov function.

$$
\begin{equation*}
V_{1}(\tilde{x}, \tilde{y})=\tilde{x}-x_{*} \ln \left(1+\frac{\tilde{x}}{x_{*}}\right)+\tilde{y}-y_{*} \ln \left(1+\frac{\tilde{y}}{y_{*}}\right) \tag{50}
\end{equation*}
$$

Nonstrict Lyapunov decay condition: $\dot{V}_{1}(\tilde{x}, \tilde{y}) \leq-|\tilde{x}|^{2}$.
Auxiliary function from theorem: $V_{2}(\tilde{x}, \tilde{y})=\tilde{x}[\tilde{x}+\alpha \tilde{y}]\left(\tilde{x}+x_{*}\right)$.
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## Strict Lyapunov Function Construction (MM-FM)

$$
\begin{align*}
S(\tilde{x}, \tilde{y})= & V_{2}(\tilde{x}, \tilde{y})+\int_{0}^{V_{1}(\tilde{x}, \tilde{y})} \phi_{1}(r) \mathrm{d} r  \tag{51}\\
& +\left[p_{1}\left(V_{1}(\tilde{x}, \tilde{y})\right)+1\right] V_{1}(\tilde{x}, \tilde{y}),
\end{align*}
$$

where

$$
\phi_{1}(r)=2\left[\left(289 x_{*}+144 \alpha y_{*}\right)^{2}+144 \alpha^{2} x_{*} y_{*}\right] e^{2\left(\frac{1}{x_{*}}+\frac{1}{y_{*}}\right) r}
$$

and

$$
p_{1}(r)=1536\left(x_{*}+1\right)(\alpha+1)\left(1+x_{*}+y_{*}\right)^{4}(1+r)^{3} .
$$

Along the trajectories of the L-V error dynamics,

$$
\begin{equation*}
\dot{S} \leq-\frac{1}{4}\left[\tilde{x}^{2}+\left\{(\tilde{x}+\alpha \tilde{y})\left(\tilde{x}+x_{*}\right)\right\}^{2}\right] . \tag{52}
\end{equation*}
$$
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## Conclusions

- The point stabilization and strict Lyapunov function construction problems are closely related.
- Even if the system is time invariant, time-varying feedbacks are often required because of Brockett's Condition.
- While UGAS can be established using nonstrict Lyapunov functions, strict Lyapunov functions are much more useful.
- For example, strict Lyapunov functions can give ISS, which is a central unifying paradigm in nonlinear control.
- The Jurdjevic-Quinn, LaSalle, and Matrosov approaches transform nonstrict Lyapunov functions into strict ones.
- Extensions exist for multiple time scales and unknown parameters, e.g., adaptive, delayed, and hybrid systems.
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