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(iISS)
Find $\gamma_{i}$ 's by building certain strict LFs for $\dot{Y}=\mathcal{G}(t, Y, 0)$.
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Theorem: We can construct $K \in \mathcal{K}_{\infty} \cap C^{1}$ such that

$$
\begin{gather*}
V^{\sharp}(t, \tilde{\xi}, \tilde{\theta}, \tilde{\psi})=K\left(V_{1}(t, \tilde{\xi}, \tilde{\theta}, \tilde{\psi})\right)+\sum_{i=1}^{s} \bar{\Upsilon}_{i}(t, \tilde{\xi}, \tilde{\theta}, \tilde{\psi}),  \tag{11}\\
\text { where } \begin{aligned}
\bar{\Upsilon}_{i}(t, \tilde{\xi}, \tilde{\theta}, \tilde{\psi})= & -\tilde{z}_{i} \lambda_{i}(t) \alpha_{i}\left(\widetilde{\theta}_{i}, \widetilde{\psi}_{i}\right) \\
& +\frac{1}{T \bar{\psi}} \alpha_{i}^{\top}\left(\widetilde{\theta}_{i}, \widetilde{\psi}_{i}\right) \Omega_{i}(t) \alpha_{i}\left(\widetilde{\theta}_{i}, \widetilde{\psi}_{i}\right), \\
\lambda_{i}(t)= & \left(k_{i}\left(\xi_{R}(t)\right), \dot{z}_{R, i}(t)-g_{i}\left(\xi_{R}(t)\right)\right), \\
\alpha_{i}\left(\widetilde{\theta}_{i}, \widetilde{\psi}_{i}\right)= & {\left[\begin{array}{c}
\tilde{\theta}_{i} \psi_{i}-\theta_{i} \tilde{\psi}_{i} \\
\widetilde{\psi}_{i}
\end{array}\right], \text { and } } \\
\Omega_{i}(t)= & \int_{t-T}^{t} \int_{m}^{t} \lambda_{i}^{\top}(s) \lambda_{i}(s) \mathrm{d} s \mathrm{~d} m,
\end{aligned} .
\end{gather*}
$$

is a global strict LF for the $Y$ dynamics on $\mathcal{X}$.
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Linear magnetic circuit. Drives single-link, direct-drive robot arm.

$$
\begin{align*}
& \left\{\begin{array}{l}
\dot{y}_{1}=y_{2} \\
\dot{y}_{2}=-\frac{B}{M} y_{2}-\frac{N}{M} \sin \left(y_{1}\right)+K_{\tau}\left[K_{b} \zeta_{1}+1\right] \zeta_{2} \\
\dot{\zeta}_{i}=H_{i}(y, \zeta) \beta_{i}+\gamma_{i} u_{i}, \quad i=1,2
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$$

- $y_{1}, y_{2}=$ load position and velocity. $\zeta_{i}=$ winding currents.
- $B=$ viscous friction coefficient. $M=$ mechanical inertia. $N=$ related to the load mass and gravitational constant. $K_{\tau}, K_{b}=$ torque transmission coefficients.
- The unknown vectors $\beta_{1} \in \mathbb{R}^{2}$ and $\beta_{2} \in \mathbb{R}^{3}$ and unknown scalars $\gamma_{1}$ and $\gamma_{2}$ are the motor electric parameters.
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## Conclusions

- Adaptive tracking and estimation is a central problem with applications in many branches of engineering.
- Standard adaptive control treatments based on nonstrict Lyapunov functions only give tracking and are not robust.
- Our strict Lyapunov functions gave robustness to additive uncertainties on the parameters using the ISS paradigm.
- We covered systems with unknown control gains including brushless DC motors turning mechanical loads.
- It would be useful to extend to cover models that are not affine in $\Gamma$, feedback delays, and output feedbacks.

