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**Persistent excitation.** Annaswamy, Narendra, Teel.
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When \(\tau = 0\), a system is ISS iff it has an ISS LF (Sontag-Wang).
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**Main PE Assumption:** positive definiteness of the matrices

\[\mathcal{M}_i = \int_0^T \lambda_i^\top(t)\lambda_i(t) \, dt \in \mathbb{R}^{(p_i+1) \times (p_i+1)}, \quad 1 \leq i \leq s,\]  

(4)

where \(\lambda_i(t) = (k_i(\xi_R(t)), \dot{z}_{R,i}(t) - g_i(\xi_R(t)))\) for \(i = 1, 2, \ldots, s.\)
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\[\begin{align*}
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**Barrier terms** ensure that \( \underline{\psi} < \hat{\psi}_{i}(t) < \overline{\psi} \) and \( |\hat{\theta}_{i,j}(t)| < \theta_{M} \).
Augmented Error Dynamics

Tracking error: \( \tilde{\xi} = (\tilde{x}, \tilde{z}) = \xi - \xi_R = (x - x_R, z - z_R) \)
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&\quad + \tilde{\psi}_i u_i(t, \tilde{z}, \tilde{\theta}, \hat{\psi}), \quad 1 \leq i \leq s \\
\dot{\tilde{\theta}}_{i,j} &= -\left(\hat{\theta}_{i,j}^2 - \theta_i^2\right)\tilde{\omega}_{i,j}, \quad 1 \leq i \leq s, 1 \leq j \leq p_i \\
\dot{\tilde{\psi}}_i &= -\left(\hat{\psi}_i - \psi\right)\left(\hat{\psi}_i - \overline{\psi}\right)\tilde{\gamma}_i, \quad 1 \leq i \leq s.
\end{align*}
\]

(AED)

\[
\mathcal{Y} = \mathbb{R}^{r+s} \times \left(\prod_{i=1}^{s} \left\{\prod_{j=1}^{p_i} (\theta_{i,j} - \theta_M, \theta_{i,j} + \theta_M)\right\}\right) \\
\times \left(\prod_{i=1}^{s} (\psi_i - \overline{\psi}, \psi_i - \psi)\right).
\]
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**Theorem:** We can construct a function $\mathcal{L} \in \mathcal{K}_\infty \cap C^1$ such that

$$V^\#(t, \tilde{\xi}, \tilde{\theta}, \tilde{\psi}) = \mathcal{L}(V_1(t, \tilde{\xi}, \tilde{\theta}, \tilde{\psi})) + \sum_{i=1}^{s} \Omega_i(t, \tilde{\xi}, \tilde{\theta}, \tilde{\psi}) , \quad (10)$$

where

$$\Omega_i(t, \tilde{\xi}, \tilde{\theta}, \tilde{\psi}) = -\tilde{z}_i \lambda_i(t) \alpha_i(\tilde{\theta}_i, \tilde{\psi}_i)$$

$$+ \frac{1}{T\psi} \alpha_i^\top(\tilde{\theta}_i, \tilde{\psi}_i) \Omega_i(t) \alpha_i(\tilde{\theta}_i, \tilde{\psi}_i) , \quad (11)$$

$$\alpha_i(\tilde{\theta}_i, \tilde{\psi}_i) = \begin{bmatrix} \tilde{\theta}_i \psi_i - \theta_i \tilde{\psi}_i \\ \tilde{\psi}_i \end{bmatrix} , \quad \text{and}$$

$$\Omega_i(t) = \int_{t-T}^{t} \int_m \lambda_i^\top(s) \lambda_i(s) ds \ dm , \quad (12)$$

is a strict LF for (AED) on its state space $\mathcal{Y}$, so (AED) is UGAS.
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$\rho = |r_2 - r_1|$, $\phi = \text{angle between } x_1 \text{ and } x_2$, $\cos(\phi) = x_1 \cdot x_2$
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\[ \rho = |\mathbf{r}_2 - \mathbf{r}_1|, \quad \phi = \text{angle between } \mathbf{x}_1 \text{ and } \mathbf{x}_2, \quad \cos(\phi) = \mathbf{x}_1 \cdot \mathbf{x}_2 \]
Curve Tracking Dynamics

\[ \dot{\rho} = -\sin(\phi) \]

\[ \dot{\phi} = \kappa \cos(\phi) + \frac{1}{\kappa} \rho - u_0, \quad (\rho, \phi) \in (0, \infty) \times \left(-\frac{\pi}{2}, \frac{\pi}{2}\right) \]  

(13)

\[ u_0 = \kappa \cos(\phi) + \kappa \rho - h'(\rho) \cos(\phi) + \mu \sin(\phi), \quad \kappa = \text{curvature} \]  

(14)

\[ h(\rho) = \alpha \left\{ \rho + \rho^2 \rho_0 - \frac{1}{2} \right\} \]  

(15)

\[ V(\rho, \phi) = -\ln(\cos(\phi)) + h(\rho) \]  

(16)

\[ U(\rho, \phi) = -h'(\rho) \sin(\phi) + \frac{1}{\mu} \int_0^{\Gamma_0(\mu)} V(\rho, \phi) \, dm \]  

(17)
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\[
\begin{align*}
\dot{\rho} &= -\sin(\phi) \\
\dot{\phi} &= \frac{\kappa \cos(\phi)}{1 + \kappa \rho} - u_0, \quad (\rho, \phi) \in (0, \infty) \times (-\pi/2, \pi/2)
\end{align*}
\]  

(13)

\[
u_0 = \frac{\kappa \cos(\phi)}{1 + \kappa \rho} - h'(\rho) \cos(\phi) + \mu \sin(\phi), \quad \kappa = \text{curvature}
\]

(14)

\[
h(\rho) = \alpha \left\{ \rho + \frac{\rho_0^2}{\rho} - 2\rho_0 \right\}, \quad \rho_0 = \text{desired value for } \rho
\]

(15)
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\[ \begin{align*}
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Curve Tracking Dynamics

Zhang et al, IEEE CDC, ’04: Steering control

\[\begin{align*}
\dot{\rho} &= -\sin(\phi) \\
\dot{\phi} &= \frac{\kappa \cos(\phi)}{1 + \kappa \rho} - u_0, \quad (\rho, \phi) \in (0, \infty) \times (-\pi/2, \pi/2) \tag{13}
\end{align*}\]

\[u_0 = \frac{\kappa \cos(\phi)}{1 + \kappa \rho} - h'(\rho) \cos(\phi) + \mu \sin(\phi), \quad \kappa = \text{curvature} \tag{14}\]

\[h(\rho) = \alpha \left\{ \rho + \frac{\rho_0^2}{\rho} - 2\rho_0 \right\}, \quad \rho_0 = \text{desired value for } \rho \tag{15}\]

\[V(\rho, \phi) = -\ln(\cos(\phi)) + h(\rho) \tag{16}\]

New: \[U(\rho, \phi) = -h'(\rho) \sin(\phi) + \frac{1}{\mu} \int_0^{\Gamma_0(m)} \Gamma_0(m) \, dm \tag{17}\]
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We used $U$ to prove ISS of the $(\rho - \rho_0, \phi)$ system, where

$$
\dot{\rho} = -\sin(\phi), \quad \dot{\phi} = h'(\rho) \cos(\phi) - \mu \sin(\phi) + \delta
$$

(18)

and $\delta : [0, \infty) \to [-\delta_{*i}, \delta_{*i}]$, on certain forward invariant sets $H_i$. 

Tight Disturbance Bound: Choose any $\delta_{*i} \in (0, \min\{\Delta_{*i}, \Delta_{**i}\})$. 

$$
\Delta_{*i} = \min\{|h'(\rho) \cos(\phi)| : (\rho, \phi)^\top \in AB \cup ED\}
$$

$$
\Delta_{**i} = \min\{|h'(\rho) \cos(\phi) - \mu \sin(\phi)| : (\rho, \phi)^\top \in BC \cup EF\}
$$
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Our Adaptive Robust Tracking Control

\[\begin{align*}
\dot{\rho} &= -\sin(\phi) \\
\dot{\phi} &= \frac{\kappa \cos(\phi)}{1 + \kappa \rho} + Ku + \delta
\end{align*}\]  

(19)

\(\xi = (\rho, \phi), \theta_i = 0, \psi_i = K, f(\xi) = -\sin(\phi), g_i(\xi) = \frac{\kappa \cos(\phi)}{1 + \kappa \rho}\)
Our Adaptive Robust Tracking Control

\[
\begin{aligned}
\dot{\rho} &= -\sin(\phi) \\
\dot{\phi} &= \frac{\kappa \cos(\phi)}{1 + \kappa \rho} + K[u + \delta]
\end{aligned}
\]  

(19)

\[\xi = (\rho, \phi), \quad \theta_i = 0, \quad \psi_i = K, \quad f(\xi) = -\sin(\phi), \quad g_i(\xi) = \frac{\kappa \cos(\phi)}{1 + \kappa \rho}\]

Take \( u = -u_0/\hat{K} \).
Our Adaptive Robust Tracking Control

\[
\begin{align*}
\dot{\rho} &= -\sin(\phi) \\
\dot{\phi} &= \frac{\kappa \cos(\phi)}{1+\kappa \rho} + K[u + \delta]
\end{align*}
\]

\(\xi = (\rho, \phi), \theta_i = 0, \psi_i = K, f(\xi) = -\sin(\phi), g_i(\xi) = \frac{\kappa \cos(\phi)}{1+\kappa \rho}\)

Take \(u = -u_0/\hat{K}\). We proved ISS for the dynamics

\[
\begin{align*}
\dot{\tilde{q}}_1 &= -\sin(\tilde{q}_2) \\
\dot{\tilde{q}}_2 &= \frac{\kappa \cos(\tilde{q}_2)}{1+\kappa(\tilde{q}_1+\rho_0)} - \frac{K}{\tilde{K}+K} u_0 - K\delta \\
\dot{\tilde{K}} &= -(\tilde{K} + K - c_{\text{min}})(c_{\text{max}} - \tilde{K} - K) \frac{\partial U}{\partial \phi} \frac{u_0}{\tilde{K}+K}
\end{align*}
\]

for \((\tilde{q}_1, \tilde{q}_2, \tilde{K}) = (\rho - \rho_0, \phi, \hat{K} - K)\) on each set in our sequence of hexagonal regions that fill \(\mathcal{Y} = (0, \infty) \times (-\pi/2, \pi/2)\).
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Circle Tracking by ASV Victoria


Conclusions

Adaptive nonlinear controllers are useful for many engineering control systems with delays and uncertainties. Curve tracking controllers for autonomous marine vehicles are important for monitoring water quality, especially after oil spills. Our controls identify parameters and are adaptive and robust to the perturbations and delays that arise in field work. We can prove these properties using ISS, dynamic extensions, and Lyapunov-Krasovskii functionals. We used our controls on student built marine robots to map residual crude oil from the Deepwater Horizon spill. A promising research direction is to study adaptive robust control for heterogeneous fleets of autonomous marine vehicles.
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