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Closed loop system:

$$Y'(t) = \mathcal{G}(t, Y(t), Y(t - \tau(t)), \delta(t)), \quad Y(t) \in \mathcal{Y}, \quad (2)$$

where $\mathcal{G}(t, Y(t), Y(t - \tau), \delta) = \mathcal{F}(t, Y(t), u(t, Y(t - \tau)), \delta)$. 
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Background on Chemostats

Constant volume. Substrate pumped in and substrate/biomass mixture pumped out at same rate
Uncertain Controlled Chemostat with Sampling

\[ \dot{s}(t) = D(s(t - \tau(t)))[s_{\text{in}} - s(t)] - (1 + \delta(t))\mu(s(t))x(t) \]
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\( Y = (0, \infty)^2 \)

\( \tau(t) = t - t_j \text{ if } t \in [t_j, t_j + 1) \) and \( j \geq 0 \)

\( 0 < \epsilon \leq t_{i+1} - t_i \leq \bar{\tau} \).

\( \delta: [0, \infty) \rightarrow [\delta_0, \infty), \text{ with } \delta_0 \in (-1, 0) \).

\( \mu(s) = \mu_1(s) + \gamma(s) \), with a unique maximizer \( s_M \in (0, s_{\text{in}}] \).

Goal: Under suitable conditions and constants \( s^* \in (0, s_{\text{in}}) \), find \( D \) to render the dynamics for \( Y(t) = (s, x)(t) - (s^*, s_{\text{in}} - s^*) \) ISS.
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Assume that

\[ \frac{\mu_1(s_{in})}{1 + \gamma(s_{in})} \left( 1 + \frac{\mu_1(s_*)}{1 + \gamma(s_{in} - \mu_1(s_*) s_{in} \bar{\tau})} \right) > 0 \]
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**Theorem:** For all componentwise positive initial conditions, all solutions of the chemostat system (C) with \( \delta(t) = 0 \) and

\[ D(s(t - \tau(t))) = \frac{\mu_1(s_*)}{1 + \gamma(s(t - \tau(t)))} \]

remain in \((0, \infty)^2\) and converge to \((s_*, s_{in} - s_*)\). \( \square \)
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