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Rate of change of nutrient = input - washout - consumption.

Rate of change of organism = growth - washout.
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Equivalent to \( \mathcal{KL} \) formulation; see Sontag 1998 SCL paper.
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Assumption 1: The function \(\mu\) is \(C^1\) and \(\mu(0) = 0\). Also, there is a constant \(s_M \in (0, s_{\text{in}}]\) such that \(\mu'(s) > 0\) for all \(s \in [0, s_M]\) and \(\mu'(s) \leq 0\) for all \(s \in [s_M, \infty)\). Finally, \(\mu(s) > 0\) for all \(s > 0\).
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Goal: Under suitable conditions on an upper bound \(\tau_M\) for the delay \(\tau(t)\), and for constants \(s_* \in (0, s_{\text{in}})\), design the control \(D\) to render the dynamics for \(X(t) = (s(t), x(t)) - (s_*, s_{\text{in}} - s_*)\) ISS.
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Assume that \( \frac{\mu_1(s_{in})}{1+\gamma(s_{in})} - \frac{\mu_1(s_*)}{1+\gamma(s_{in}-\mu_1(s_*)s_{in}\tau_M)} > 0 \) \( (a) \)

and \( \tau_M < \max \left\{ \frac{1}{2s_{in}\sqrt{2\rho_m\omega_I}}, \frac{1}{2\rho_I s_{in}\mu_1(s_{in})} \right\} \), with \( s_* < s_{in} \).
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$$\omega_s = \inf_{s \in [0, s_{\text{in}}]} \mu'_1(s), \quad \omega_l = \sup_{s \in [0, s_{\text{in}}]} \mu'_1(s), \quad \rho_l = \sup_{s \in [0, s_{\text{in}}]} \gamma'(s),$$

$$\rho_m = \frac{\rho_l^2}{2\omega_s} \max_{l \in [0, s_{\text{in}}]} \frac{\mu_1^2(l+1.1\mu_1(s_*))s_{\text{in}}\tau_M}{1+\gamma(l)}, \quad \text{where} \quad \mu(s) = \frac{\mu_1(s)}{1+\gamma(s)}$$

Assume that

$$\frac{\mu_1(s_{\text{in}})}{1+\gamma(s_{\text{in}})} - \frac{\mu_1(s_*)}{1+\gamma(s_{\text{in}}-\mu_1(s_*)s_{\text{in}}\tau_M)} > 0$$

and

$$\tau_M < \max \left\{ \frac{1}{2s_{\text{in}}\sqrt{2\rho_m\omega_l}}, \frac{1}{2\rho_l s_{\text{in}} \mu_1(s_{\text{in}})} \right\}, \quad \text{with} \ s_* < s_{\text{in}}.$$

**Theorem 1:** For all componentwise positive initial conditions, all solutions of the chemostat system (C) with $\delta(t) = 0$ and

$$D(s(t - \tau(t))) = \frac{\mu_1(s_*)}{1+\gamma(s(t-\tau(t)))}$$

remain in $(0, \infty)^2$ and converge to $(s_*, s_{\text{in}} - s_*)$. \[\square\]
Proof Outline for $\delta = 0$ Unperturbed Case

Step 1: For any fixed $\bar{s} \geq s_{in}$, show that $z = s_{in} - s - x$ satisfies

$$|z(t)| \leq |z(0)| e^{-t\mu_1(s_*)}$$

for all $t \geq 0$. (ES)
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|z(t)| \leq |z(0)| e^{-t\mu_1(s_*)} \quad \text{for all } t \geq 0. \tag{ES}
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$z = -(x - s_{\text{in}} + s_*) - (s - s_*) = -X_2 - X_1$. $X$= error variable.
Proof Outline for $\delta = 0$ Unperturbed Case

Step 1: For any fixed $\bar{s} \geq s_{in}$, show that $z = s_{in} - s - x$ satisfies

$$|z(t)| \leq |z(0)| e^{\frac{-t\mu_1(s_*)}{1+\gamma(s)}}$$

for all $t \geq 0$. (ES)

$z = -(x - s_{in} + s_*) - (s - s_*) = -X_2 - X_1$. $X =$ error variable.

Step 2: Build $T \in K_\infty$ and a constant $\bar{c} > 0$ such that

$$U_1(s) = \int_0^{s-s_*} \frac{m}{s_{in}-s_*-m} dm, \quad (2)$$

satisfies

$$\dot{U}_1(t) \leq \frac{(s(t)-s_*)(\mu_1(s_*)-\mu_1(s(t)))}{2[1+\gamma(s(t-\tau(t)))]}$$

$$+ \rho m \tau M \int_{t-\tau(t)}^t (\dot{s}(m))^2 dm + \bar{c} |s(t) - s_*| |z(t)|$$

for all $t \geq T(||X(0)||)$ where $X(t) = (s(t), x(t)) - (s_*, s_{in} - s_*)$. 
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Step 3: Find constants $c_i > 0$ such that

$$U_2(s_t) = \int_0^{s(t)-s_*} \frac{m}{s_{in}-s_*-m} dm + 2\rho m \tau M \int_{t-M}^{t-M} \int_{\ell}^{t} (\dot{s}(m))^2 dm d\ell. \quad (4)$$

satisfies

$$\dot{U}_2(t) \leq -c_1 U_2(s_t) + c_2 z^2(t) + \bar{c} |s(t) - s_*| |z(t)| \quad (5)$$

for all $t \geq T(|X(0)||)$. 
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**Step 3:** Find constants $c_i > 0$ such that

$$U_2(s_t) = \int_0^{s(t) - s_*} \frac{m}{s_{in} - s_* - m} \, dm + 2\rho m\tau M \int_{t - \tau}^t \int_\ell \dot{s}(m)^2 \, dm \, d\ell. \quad (4)$$

satisfies

$$\dot{U}_2(t) \leq -c_1 U_2(s_t) + c_2 z^2(t) + \bar{c} \lVert s(t) - s_* \rVert \|z(t)\| \quad (5)$$

for all $t \geq T(\|X(0)\|)$.

**Step 4:** The sum $U_3$ of a quadratic Lyapunov function for the $z$ variable and $U_2$ admits a constant $c_3 > 0$ such that

$$\dot{U}_3(t) \leq -c_3 U_3(s_t, z(t)) \quad (6)$$

for all $t \geq T(\|X(0)\|)$. 
Extensions and Applications

\[
\begin{align*}
\text{ISS with respect to } \delta(t) \text{ without upper bounds on } |\delta|_{\infty} & \\
= & \left(1 + \delta(t)\right) \mu(s(t)) \\
> & 0 \\
\end{align*}
\]

Functions \(\gamma_i\) from ISS condition measure distance from equilibria at all times, providing both transient and asymptotic information.
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\[
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ISS with respect to $\delta(t)$ without upper bounds on $|\delta|_\infty$...

\[
\frac{(1+d)\mu_1(s_{in})}{1+\gamma(s_{in})} - \frac{\mu_1(s_*)}{1+\gamma(s_{in}-\mu_1(s_*)s_{in}\tau_M)} > 0
\]

...(1 + $\delta(t)$)$\mu(s(t))$...

\[
\mathcal{U}_2(s_t) = 
\int_0^{s(t)-s_*} \frac{m}{s_{in}-s_*-m}dm + 2\rho m \tau_M \int_{t-\tau_M}^t \int_{\ell}^t (\dot{s}(m))^2 dm d\ell.
\]

Functions $\gamma_i$ from ISS condition measure distance from equilibria at all times, providing both transient and asymptotic information

Mathematica Simulations of (C)

\[ s_{in} = 1, \quad \mu(s) = \frac{0.5s}{1+0.25s+2s^2}, \quad t_j = 0.24j, \quad \delta(t) = 0. \]

\( s(t) \) in Red, \( x(t) \) in Blue, \( D(t) \) in Green.
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