WELL-POSEDNESS OF HIGHER ORDER ABSTRACT CAUCHY PROBLEMS

FRANK NEUBRANDER

ABSTRACT. The paper is concerned with differential equations of the type

\[(*) \quad u^{(n+1)}(t) - A u^{(n)}(t) - B_1 u^{(n-1)}(t) - \cdots - B_n u(t) = 0\]

in a Banach space \(E\) where \(A\) is a linear operator with dense domain \(D(A)\) and \(B_1, \ldots, B_n\) are closed linear operators with \(D(A) \subset D(B_k)\) for \(1 \leq k \leq n\). The main result is the equivalence of the following two statements: (a) \(A\) has nonempty resolvent set and for every initial value \((x_0, \ldots, x_n) \in (D(A))^{n+1}\) the equation \((*)\) has a unique solution in \(C^{n+1}(\mathbb{R}^+, E) \cap C^n(\mathbb{R}^n, [D(A)])\) \([D(A)]\) denotes the Banach space \(D(A)\) endowed with the graph norm); (b) \(A\) is the generator of a strongly continuous semigroup. Under additional assumptions on the operators \(B_k\), which are frequently fulfilled in applications, we obtain continuous dependence of the solutions on the initial data; i.e., well-posedness of \((*)\). Using Laplace transform methods, we give explicit expressions for the solutions in terms of the operators \(A, B_k\). The results are then used to discuss strongly damped semilinear second order equations.

0. Introduction. Of concern is the abstract Cauchy problem

\[
\text{(ACP}_{n+1}\text{)}
\]

\[u^{(n+1)}(t) - A u^{(n)}(t) - \sum_{k=1}^{n} B_k u^{(n-k)}(t) = 0,\]

\[u^{(j)}(0) = x_j \quad \text{for } 0 \leq j \leq n,\]

where \(A\) is a linear operator on a Banach space \(E\) with dense domain \(D(A)\) and nonempty resolvent set \(\rho(A)\), and \(B_1, B_2, \ldots, B_n\) are closed linear operators with \(D(A) \subset D(B_k)\) for \(1 \leq k \leq n\).

A function \(u(\cdot) \in C^{n+1}(\mathbb{R}^+, E)\) is said to be a solution of \(\text{(ACP}_{n+1}\text{)}\) if \(u^{(n-k)}(t) \in D(B_k)\) for every \(t \geq 0, 0 \leq k \leq n\) \((B_0 := A)\) and \(\text{(ACP}_{n+1}\text{)}\) is satisfied.

If \(\text{(ACP}_{n+1}\text{)}\) has a solution for every initial value \(\bar{x} := (x_0, x_1, \ldots, x_n) \in D\), where \(D\) is a dense subset of \(E^{n+1}\), then \(\text{(ACP}_{n+1}\text{)}\) is said to be solvable for a dense set of initial data.

Concerning \(\text{(ACP}_{n+1}\text{)}\) the following four questions will be studied in this paper:

1. Is \(\text{(ACP}_{n+1}\text{)}\) solvable for a dense set of initial data?
2. Does it only have one solution for every initial value?
3. Can we find an explicit representation for these solutions?
4. How do the solutions depend on their initial data?

The Cauchy problem \(\text{(ACP}_{n+1}\text{)}\) is called well-posed if it has unique solutions \(u(\cdot)\) for a dense set of initial data which depend continuously on the initial data;
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i.e., \( \lim_{n \to \infty} u_n^{(j)}(0) = 0 \) for \( 0 \leq j \leq n \) implies \( \lim_{n \to \infty} u_n(t) = 0 \) uniformly on compact subsets of \( \mathbb{R}^+ \).

After introducing some notations in §1 we will recall in §2 some results on

\[
(ACP_1) \quad u'(t) - Au(t) = 0, \quad u(0) = x,
\]

which was introduced as an abstract Cauchy problem for differential equations in Banach space by E. Hille in 1952 [13]. It was shown by R. S. Phillips in 1954 [23] that existence and uniqueness of solutions for every initial data in the domain of \( A \) is equivalent to \( A \) being the generator of a strongly continuous semigroup on \( E \), assuming \( A \) has a nonempty resolvent set. At the end of the second section a modified version of this theorem and a new characterization of a semigroup generator are presented.

In §3 these characterizations yield a condition on \( A \) such that \( (ACP_{n+1}) \) is solvable for a dense set of initial data. Our main result is the following

**Theorem.** Let \( A \) be a densely defined linear operator and let \( B_1, B_2, \ldots, B_n \) be closed linear operators on a Banach space \( E \) with \( D(A) \subset D(B_k) \) for \( 1 \leq k \leq n \). The following statements are equivalent:

(i) \( A \) is the generator of a strongly continuous semigroup.

(ii) \( A \) has nonempty resolvent set and for every initial value \( (x_0, x_1, \ldots, x_n) \in (D(A))^{n+1} \) the Cauchy problem \( (ACP_{n+1}) \) has a unique solution \( u(\cdot) \) in

\[
C^{n+1}(\mathbb{R}^+, E) \cap C^n(\mathbb{R}^+, [D(A)])
\]

where \([D(A)]\) denotes the Banach space \( D(A) \) endowed with the graph-norm \( |x|_g := \|x\| + \|Ax\| \).

For \( n = 0 \) this theorem is exactly the Phillips characterization of a semigroup generator. Therefore it may be regarded as a generalization of Phillips’ Theorem to higher order abstract Cauchy problems.

In §4 explicit expressions for the solutions in terms of the operators \( A, B_1, B_2, \ldots, B_n \) are given. In §5 well-posedness results are proved under additional assumptions on the operators \( B_1, B_2, \ldots, B_n \) which are frequently fulfilled in applications. In §6 we discuss the solvability of the Cauchy problem for

\[
u^{(2)}(t) - Au^{(1)}(t) - Bu(t) = f(t, u(t)).
\]

Among others it is shown how this damped nonlinear second order equation is related to the first order equation

\[
u^{(1)}(t) = Au(t) + \int_0^t (Bu(s) + f(s, u(s)) \, ds.
\]

As an example, for an arbitrary semigroup generator \( A \) and every initial value \((x, y) \in (D(A))^2\), we construct the unique solution of the inhomogeneous damped second order abstract Cauchy problem

\[
u^{(2)}(t) - (aA + biu^{(1)}(t) - (cA + dI)u(t) = f(t),
\]

\[
u(0) = x, \quad u^{(1)}(0) = v, \quad a > 0, \quad b, c, d \in \mathbb{C}.
\]

1. **Notation.** Let \( E \) be a Banach space with norm \( \| \cdot \| \). \( \sigma(A) \) \((p\sigma(A))\) denotes the spectrum (point spectrum) and \( \rho(A) \) \((R(\lambda, A))\) the resolvent set (the resolvent)
of a linear operator $A$ with domain $D(A) \subset E$ and range in $E$. If $A$ is a closed operator, then $[D(A^n)]$ denotes the Banach space

$$(D(A^n), |x|_n := \|x\| + \|Ax\| + \cdots + \|A^n x\|).$$

By $C^n(I, E)$ we denote the set of all $n$-times continuously differentiable functions, by $C(I, E)$ the set of all continuous functions from an interval $I$ into $E$. For every $m \in \mathbb{N}$, $|f|_m$ is defined as the following seminorm $(f \in C^n(\mathbb{R}^+, E))$

$$|f|_m := \sup_{t \in [0,m]} \|f(t)\| + \sup_{t \in [0,m]} \|f^{(1)}(t)\| + \cdots + \sup_{t \in [0,m]} \|f^{(n)}(t)\|.$$ 

$M_n$ is defined as the Fréchet space

$$(C^n(\mathbb{R}^+, E), | \cdot |_m, m \in \mathbb{N}).$$

For the elementary properties of strongly continuous semigroups we refer to [2, 6, 12, 14, 16, 22].

2. Well-posedness of first order abstract Cauchy problems. We begin with a short summary of semigroup theory. A family of bounded linear operators $\{T(t), t \geq 0\}$ on a Banach space $E$ is called a strongly continuous semigroup $(T(t))$ if:

(i) $T(0) = I$,

(ii) $T(t+s) = T(t)T(s)$ for $t, s \geq 0$,

(iii) $t \rightarrow T(t)x$ is continuous for every $x \in E$.

The generator $A$ of the semigroup $(T(t))$ is defined by

$$Ax = \lim_{t \to 0^+} \frac{1}{t} (T(t)x - x) = T'(0+)x$$

whenever the limit exists. The domain $D(A)$ of $A$ is the set of all $x \in E$ for which this limit exists. $A$ is a densely defined, closed linear operator with nonempty resolvent set $\rho(A)$. For every strongly continuous semigroup $(T(t))$ there exist constants $w \in \mathbb{R}$ and $M \geq 1$ such that

$$\|T(t)\| \leq Me^{wt}.$$ 

Every $\lambda \in \mathbb{C}$ with $\text{Re} \lambda > w$ is an element of the resolvent set of $A$ and for such elements of $\mathbb{C}$ the resolvent $R(\lambda, A)$ of $A$ is given as the Laplace transform of the semigroup $(T(t))$; i.e.,

$$R(\lambda, A)x = \int_0^\infty e^{-\lambda t}T(t)x \, dt \quad \text{for every } x \in E \text{ and every } \lambda \in \mathbb{C} \text{ with } \text{Re} \lambda > w.$$ 

A linear operator $A$ is the generator of a strongly continuous semigroup if and only if

(i) $A$ is densely defined,

(ii) there exist $w \in \mathbb{R}$ and $M \geq 1$ such that every $\lambda \in \mathbb{C}$ with $\text{Re} \lambda > w$ is an element of $\rho(A)$ and $\|R(\lambda, A)^n\| \leq M(\text{Re} \lambda - w)^{-n}$ for every $n \in \mathbb{N}$.

This is the famous Hille-Yosida characterization of a semigroup generator.

If $A$ is the generator of a strongly continuous semigroup $(T(t))$, then, for every $x \in D(A)$, $t \rightarrow T(t)x$ is the unique solution of the first order abstract Cauchy problem

$$(ACP_1) \quad u'(t) = Au(t), \quad u(0) = x.$$
Hille [13], Phillips [23] and Fattorini [7] gave different definitions of well-posedness of (ACP₁). They showed that if $A$ is a linear operator with dense domain and nonempty resolvent set, then (ACP₁) is “well-posed” if and only if $A$ generates a strongly continuous semigroup. In the following theorem we recall their results; i.e., we compile the equivalent definitions of well-posedness of (ACP₁). For a proof see, for example, [21].

**Theorem 1.** Let $A$ be a densely defined linear operator on a Banach space $E$. Consider the abstract Cauchy problem

$$(ACP₁) \quad u'(t) = Au(t), \quad u(0) = x.$$  

The following statements are equivalent:

(i) $A$ is the generator of a strongly continuous semigroup.

(ii) $\rho(A) \neq \emptyset$ and for every $x \in D(A)$, (ACP₁) has a unique solution $u(\cdot)$ in $C^{1}(\mathbb{R}^{+}, E) \cap C(\mathbb{R}^{+}, [D(A)])$ (well-posedness in the sense of Phillips).

(iii) $A$ is closed and there exists a dense subset $D$ such that, for every $x \in D$, (ACP₁) has a solution $u(\cdot): \mathbb{R}^{+} \to D(A)$ in $C^{1}(\mathbb{R}^{+}, E)$. For every sequence of solutions with $u_n(0) \to 0$ we have $u_n(\cdot) \to 0$ uniformly on compacts of $\mathbb{R}^{+}$ (well-posedness in the sense of Fattorini).

(iv) $A$ is closed and there exists a dense subset $D$ such that, for every $x \in D$, (ACP₁) has a solution $u(\cdot): \mathbb{R}^{+} \to D(A)$ in $C^{1}(\mathbb{R}^{+}, E)$. There are constants $M, w$ such that for every solution $u(\cdot)$ and every $t \in \mathbb{R}^{+}$,  

$$\|u(t)\| \leq Me^{wt}\|u(0)\|$$

(well-posedness in the sense of Hille). \qed

The second theorem of this section is a modified version of the characterization of a semigroup generator by well-posedness of (ACP₁) in the sense of Phillips.

**Theorem 2.** Let $A$ be a linear operator on a Banach space $E$ such that $D(A^{n+1})$ is dense in $E$ for some $n \in \mathbb{N} \cup \{0\}$. Then the following statements are equivalent:

(i) $A$ is the generator of a strongly continuous semigroup.

(ii) $\rho(A) \neq \emptyset$ and, for every $x \in D(A^{n+1})$, (ACP₁) has a unique solution $u(\cdot): \mathbb{R}^{+} \to D(A)$ in $C^{n+1}(\mathbb{R}^{+}, E)$.

**Proof.** (i) $\rightarrow$ (ii) follows from elementary semigroup theory. We show: (ii) implies that (ACP₁) is well-posed in the sense of Fattorini. $A$ is densely defined with nonempty resolvent set, hence closed. For every $x \in D := D(A^{n+1})$, (ACP₁) has a unique solution $u: \mathbb{R}^{+} \to D(A)$ in $C^{n+1}(\mathbb{R}^{+}, E) \subset C^{1}(\mathbb{R}^{+}, E)$. We define a linear operator $K: [D(A^{n+1})] \to M_{n+1}$ by $x \to Kx := u(\cdot)$, where $u(\cdot)$ is the unique solution of (ACP₁). $K$ is a closed, everywhere defined and hence continuous linear operator.

Now let $u_k(\cdot)$ be a sequence of solutions of (ACP₁) such that $u_k(0) \to 0$ for $k \to \infty$. We will show that $u_k(\cdot) \to 0$ uniformly on compacts of $\mathbb{R}^{+}$ (well-posedness
in the sense of Fattorini). Define \( v_k(\cdot) := R(\lambda, A)^{n+1}u_k(\cdot) \). Then \( v_k(\cdot): \mathbb{R}^+ \to D(A^{n+1}) \) and \( A^jv_k(0) \to 0 \) for \( k \to \infty \) and every \( 0 \leq j \leq n + 1 \). Hence \( v_k(0) \to 0 \) in \( [D(A^{n+1})] \).

Now we show by induction that \( v_k^{(j-1)}(\cdot) \) is differentiable and that \( v_k^{(j)}(\cdot) = A^jv_k(\cdot) \) for every \( 1 \leq j \leq n + 1 \). The statement is true for \( j = 1 \). Suppose it is true for every \( 1 \leq m \leq j \) where \( 1 \leq j \leq n \). Then it is true for \( j + 1 \) as can be seen by

\[
(\lambda - A)^j v_k(\cdot) = R(\lambda, A)^{n+1-j}u_k(\cdot)
\]

or

\[
v_k^{(j)}(\cdot) = A^j v_k(\cdot)
= (-1)^j \left[ R(\lambda, A)^{n+1-j}u_k(\cdot) - \sum_{r=1}^{j} \binom{j}{r} \lambda^r (-1)^{j-r} v_k^{(j-r)}(\cdot) \right].
\]

Therefore \( v_k^{(j)}(\cdot) \) is continuously differentiable and

\[
v_k^{(j+1)}(\cdot) = (-1)^j \left[ R(\lambda, A)^{n+1-j}u_k(\cdot) - \sum_{r=1}^{j} \binom{j}{r} \lambda^r (-1)^{j-r} v_k^{(j-r+1)}(\cdot) \right]
= A \left[ (-1)^j \left[ R(\lambda, A)^{n+1-j}u_k(\cdot) - \sum_{r=1}^{j} \binom{j}{r} \lambda^r (-1)^{j-r} v_k^{(j-r)}(\cdot) \right] \right]
= A^{j+1} v_k(\cdot).
\]

We have seen that \( v_k(\cdot) \) is a solution of (ACP₁) in \( C^{n+1}(\mathbb{R}^+, E) \), and by the continuity of \( K \) we obtain \( v_k(\cdot) = Kv_k(0) \to 0 \) in \( M_{n+1} \), which implies that \( v_k^{(j)}(\cdot) \to 0 \) uniformly on compacts of \( \mathbb{R}^+ \) for every \( 0 \leq j \leq n + 1 \). But

\[
u_k(\cdot) = (\lambda - A)^{n+1}v_k(\cdot)
= \sum_{r=0}^{n+1} \binom{n+1}{r} (\lambda)^r (-1)^{n+1-r} v_k^{n+1-r}(\cdot)
\]

and therefore \( u_k(\cdot) \to 0 \) uniformly on compacts of \( \mathbb{R}^+ \). □

In the subsequent sections we will give sufficient conditions for solvability and well-posedness of

\[
(ACP_{n+1})
\]

\[
u^{(n+1)}(t) - Au^{(n)}(t) - \sum_{k=1}^{n} B_k u^{(n-k)}(t) = 0,
\]

\[
u^{(j)}(0) = x_j \quad \text{for } 0 \leq j \leq n
\]

where \( A \) is a densely defined linear operator on a Banach space \( E \) with nonempty resolvent set \( \rho(A) \) and \( B_1, B_2, \ldots, B_n \) are closed linear operators with \( D(A) \subset D(B_k) \) for \( 1 \leq k \leq n \).

The results there depend heavily on the following characterization of a semigroup generator. In the proof we make use of the Phillips perturbation theorem (see, for example, [24]) which says that if \( A \) is a semigroup generator and \( B \) is a bounded linear operator, then \( A + B \) is a semigroup generator too.
Theorem 3. Let $A$ be a densely defined linear operator and let $B_1, B_2, \ldots, B_n$ be closed linear operators on $E$ with $D(A) \subset D(B_k)$ for $1 \leq k \leq n$. Then the following statements are equivalent:

(i) $A$ is the generator of a strongly continuous semigroup on $E$.

(ii) $\Delta := \begin{bmatrix}
A & I & 0 & \cdots & 0 \\
B_1 & 0 & I & \cdots & 0 \\
B_2 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
B_n & 0 & 0 & \cdots & 0 \\
\end{bmatrix}$ is the generator of a strongly continuous semigroup on $E^{n+1}$.

Proof. (a) (i) $\rightarrow$ (ii). Let $\lambda \in \rho(A)$. Define $A_0 := (-\lambda + A)$. Then $A_0$ is the generator of a strongly continuous semigroup $(T(t))$, $0 \in \rho(A_0)$ and $D(A_0) = D(A)$. Define $\Psi := \begin{bmatrix}
\lambda I & I & 0 & \cdots & 0 \\
0 & 0 & I & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & I \\
\end{bmatrix}$ and $\Delta_0 := \begin{bmatrix}
A_0 & 0 & 0 & \cdots & 0 \\
B_1 & 0 & 0 & \cdots & 0 \\
B_2 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
B_n & 0 & 0 & \cdots & 0 \\
\end{bmatrix}$.

Then $\Delta := \Delta_0 + \Psi$. We will see that $\Delta_0$ is the generator of a strongly continuous semigroup on $E^{n+1}$. Hence, by the Phillips perturbation theorem, $\Delta$ is the generator of a strongly continuous semigroup. From the closedness of the operators $B_k$ ($1 \leq k \leq n$) and from $D(A) \subset D(B_k)$ we obtain that $B_kR(0, A_0)$ is a continuous linear operator on $E$ ($1 \leq k \leq n$).

For every $t \in \mathbb{R}^+$ define a bounded linear operator $\Gamma(t)$ on $E^{n+1}$ by $\Gamma(t) := \begin{bmatrix}
T(t) & 0 & 0 & \cdots & 0 \\
B_1 R(0, A_0)(I - T(t)) & I & 0 & \cdots & 0 \\
B_2 R(0, A_0)(I - T(t)) & 0 & I & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
B_n R(0, A_0)(I - T(t)) & 0 & 0 & \cdots & I \\
\end{bmatrix}$.

By simple matrix calculations one shows that $(\Gamma(t))$ is a strongly continuous semigroup on $E^{n+1}$ with generator $\Delta_0$. 
(b) (ii) → (i). If $\Delta$ is the generator of a strongly continuous semigroup, then the same is true for $\Delta_1$ where

$$
\Delta_1 := \begin{bmatrix}
A & 0 & \cdots & 0 \\
B_1 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
B_n & 0 & \cdots & 0
\end{bmatrix}.
$$

It is easy to see that the resolvent set of $A$ has to be nonempty and that $R(\lambda, \Delta_1)^m$ is given by

$$
\begin{bmatrix}
R(\lambda, A)^m & 0 & 0 & \cdots & 0 \\
\lambda^{-m}B_1R(\lambda, A)^m & \lambda^{-m}I & 0 & \cdots & 0 \\
\lambda^{-m}B_2R(\lambda, A)^m & 0 & \lambda^{-m}I & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\lambda^{-m}B_nR(\lambda, A)^m & 0 & 0 & \cdots & \lambda^{-m}I
\end{bmatrix}.
$$

Hence we obtain for the densely defined linear operator $A$ with nonempty resolvent set that

$$
\|R(\lambda, A)^m\| \leq \|R(\lambda, \Delta_1)^m\| \leq M(\text{Re} \lambda - w)^{-m}
$$

for every $m \in \mathbb{N}$ and every $\lambda \in \mathbb{C}$ with $\text{Re} \lambda > w$. By the Hille-Yosida characterization it follows that $A$ is the generator of a strongly continuous semigroup. □

If $A$ is the generator of a compact or holomorphic semigroup (for $t > 0$) so is $A + B$ for every bounded $B$ (see, for example [24]). In the proof of Theorem 3 we have seen that the semigroup generated by

$$
\Delta_0 := \begin{bmatrix}
A_0 & 0 & 0 & \cdots & 0 \\
B_1 & 0 & 0 & \cdots & 0 \\
B_2 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
B_n & 0 & 0 & \cdots & 0
\end{bmatrix}
$$

is given by

$$
\Gamma(t) := \begin{bmatrix}
T(t) & 0 & 0 & \cdots & 0 \\
B_1R(0, A_0)(I - T(t)) & I & 0 & \cdots & 0 \\
B_2R(0, A_0)(I - T(t)) & 0 & I & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
B_nR(0, A_0)(I - T(t)) & 0 & 0 & \cdots & I
\end{bmatrix}.
$$

From this and the fact that $\Delta$ is a semigroup generator on $E^{n+1}$ if and only if $A$ is a semigroup generator on $E$ we obtain the following corollary.

**Corollary 4.** Let $A$ be a densely defined linear operator and let $B_1, B_2, \ldots, B_n$ be closed linear operators on $E$ with $D(A) \subset D(B_k)$ for $1 \leq k \leq n$. Then the
following statements are equivalent:

(i) A is the generator of a compact or holomorphic semigroup on E.

(ii) \( \Delta \) is the generator of a compact or holomorphic semigroup on \( E^{n+1} \).


\[
(\#) \quad u^{(2)}(t) - Au^{(1)}(t) - Bu(t) = 0,
\]

where \( A \) and \( B \) are densely defined linear operators on a Banach space \( E \). He studied properties of the solutions under the assumption that \((\#)\) is solvable for a dense subset of initial data such that the solutions depend continuously on its initial data; i.e., there exist locally bounded functions \( K_0(\cdot), K_1(\cdot) \) from \( \mathbb{R}^+ \) into \( \mathbb{R}^+ \) such that

\[
\|u(t)\| \leq K_0(t)\|u(0)\| + K_1(t)\|u^{(1)}(0)\|
\]

for every solution \( u(\cdot) \) of \((\#)\). Further he wrote: “We shall not be concerned here with the problem of finding conditions on the coefficients \( A, B \) in order that the Cauchy problem for \((\#)\) be well posed in some sense or another….”

This section deals with the problem of finding conditions on \( A, B_1, B_2, \ldots, B_n \) such that the Cauchy problem for

\[
(\#) \quad u^{(n+1)}(t) - Au^{(n)}(t) - \sum_{k=1}^{n} B_k u^{(n-k)}(t) = 0
\]

is solvable for a dense set of initial data.

We remark that Phillips’ definition of well-posedness for (ACP) and statement (ii) in the following theorem agree when \( n = 0 \). Therefore one may regard the following result as a generalization of the Phillips characterization of a semigroup generator to higher order abstract Cauchy problems. For a discussion of the continuous dependence of the solutions from the initial data, see §5.

**Theorem 5.** Let \( A \) be a densely defined linear operator and let \( B_1, B_2, \ldots, B_n \) be closed linear operators on a Banach space \( E \) with \( D(A) \subset D(B_k) \) for \( 1 \leq k \leq n \). Consider the following Cauchy problem:

\[
(ACP_{n+1}) \quad u^{(n+1)}(t) - Au^{(n)}(t) - \sum_{k=1}^{n} B_k u^{(n-k)}(t) = 0,
\]

\[
u^{(j)}(0) = x_j, \quad 0 \leq j \leq n.
\]

Then the following statements are equivalent:

(i) \( A \) is the generator of a strongly continuous semigroup.

(ii) \( A \) has nonempty resolvent set and for every initial value \((x_0, x_1, \ldots, x_n) \in (D(A))^{n+1}\) the Cauchy problem \((ACP_{n+1})\) has a unique solution \( u(\cdot) \) in \( C^{n+1}(\mathbb{R}^+, E) \cap C^n(\mathbb{R}^+, [D(A)]) \).

(iii) \( A \) has nonempty resolvent set and for every initial value \((x_0, x_1, \ldots, x_n) \in (D(A))^{n+1}\) the Cauchy problem \((ACP_{n+1})\) has a solution \( u(\cdot) \) in \( C^{n+1}(\mathbb{R}^+, E) \) such that the following conditions hold.

(a) \( u^{(n-k)}(\cdot): \mathbb{R}^+ \to D(B_k) \) for \( 0 \leq k \leq n \) (\( B_0 := A \)),

(b) \( B_k u^{(n-k)}(\cdot) \) are continuous for \( 1 \leq k \leq n \).

The solution is unique among all solutions satisfying (a) and (b).
PROOF. (a) (i) → (ii). The proof of this implication is divided into two main parts. In the first one (Lemma 5.1) we prove that the operator

$$\Psi := \begin{bmatrix}
I & 0 & 0 & \cdots & 0 \\
-A & I & 0 & \cdots & 0 \\
-B_1 & -A & I & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-B_{n-1} & -B_{n-2} & \cdots & -B_1 & -A & I 
\end{bmatrix}$$

maps $D(A)^{n+1}$ onto $D(\Delta^{n+1})$ where $\Delta$ is defined by

$$\Delta := \begin{bmatrix}
A & I & 0 & \cdots & 0 \\
B_1 & 0 & I & \cdots & 0 \\
B_2 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
B_n & 0 & 0 & \cdots & 0 
\end{bmatrix}$$

By Theorem 3, $\Delta$ is the generator of a strongly continuous semigroup on $E^{n+1}$. Hence, by Theorem 2, the Cauchy problem

$$u'(t) = \Delta u(t), \quad u(0) = \Psi \bar{x}$$

has for every $\bar{x} \in D(A)^{n+1}$ a unique solution $u(\cdot)$ in $C^{n+1}(\mathbb{R}^+, E^{n+1})$. In the second part, beginning with Lemma 5.2, we show that the first value of this solution is a solution of $(ACP_{n+1})$ in $C^{n+1}(\mathbb{R}^+, E) \cap C^n(\mathbb{R}^+, [D(A)])$ with initial value $\bar{x} := (x_0, x_1, \ldots, x_n) \in D(A)^{n+1}$.

LEMMA 5.1. $\Psi$ is a bijection from $D(A)^{n+1}$ onto $D(\Delta^{n+1})$.

PROOF. An induction shows that $\Delta^k \Psi$ ($1 \leq k \leq n$) is given by

$$\begin{bmatrix}
0 & Y_k \\
Z_k & 0 
\end{bmatrix}$$

where

$$Z_k := \begin{bmatrix}
B_n & B_{n-1} & \cdots & B_{n-k+1} \\
0 & B_n & \cdots & \cdots \\
0 & 0 & \cdots & \cdots \\
\vdots & \vdots & \ddots & \ddots \\
0 & 0 & \cdots & B_n & B_{n-1} \\
0 & 0 & \cdots & 0 & B_n 
\end{bmatrix}$$

and

$$Y_k := \begin{bmatrix}
I & 0 & 0 & \cdots & 0 \\
-A & I & 0 & \cdots & 0 \\
-B_1 & -A & I & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-B_{n-1-k} & \cdots & -B_1 & -A & I 
\end{bmatrix}$$
\[ Y_{n-1} := \begin{bmatrix} I & 0 \\ -A & I \end{bmatrix}, \quad Y_n := I. \]

From this we obtain \( \Psi \tilde{x} \in D(\Delta^{n+1}) \) for every \( \tilde{x} = (x_0, x_1, \ldots, x_n) \in D(A)^{n+1} \). It is easy to see that \( \Psi \) is an injective map. By another induction one shows that \( D(\Delta^k) \) is recursively given by

\[
D(\Delta) = \{(y_0, y_1, \ldots, y_n) \in E^{n+1} : x_0 := y_0 \in D(A)\},
\]

\[
D(\Delta^{k+1}) = \left\{(y_0, y_1, \ldots, y_n) \in E^{n+1} : x_j \in D(A) \text{ for } 0 \leq j \leq k - 1 \right. \\
\left. \text{and } x_k := \sum_{i+j=k-1} B_i x_j + y_k \in D(A) \quad (B_0 := A) \right\}.
\]

Now let \( (y_0, y_1, \ldots, y_n) \in D(\Delta^{n+1}) \). Define \( x_0 := y_0 \) and \( x_k := \sum_{i+j=k-1} B_i x_j + y_k \) \( (B_0 := A) \). Then \( (x_0, x_1, \ldots, x_n) \in D(A)^{n+1} \) and

\[
\Psi(x_0, x_1, \ldots, x_n) = \left(- \sum_{i+j=k-1} B_i x_j + x_k \right)_{0 \leq k \leq n} = (y_0, y_1, \ldots, y_n). \quad \square
\]

**Lemma 5.2.** Let \( A \) be a densely defined linear operator with nonempty resolvent set. The following statements are equivalent:

(i) \( u(\cdot) \in C^n(\mathbb{R}^+, E) \), \( u(\cdot) : \mathbb{R}^+ \to D(A) \), and \( Au(\cdot) \in C^n(\mathbb{R}^+, E) \).

(ii) \( u(\cdot) \in C^n(\mathbb{R}^+, [D(A)]) \).

(iii) \( u(\cdot) \in C^n(\mathbb{R}^+, E) \), \( u(\cdot) : \mathbb{R}^+ \to D(A) \) and \( Bu(\cdot) \in C^n(\mathbb{R}^+, E) \) for every closed operator \( B \) with \( D(A) \subset D(B) \).

**Proof.** A densely defined operator with nonempty resolvent set is closed. The implication (i) \( \rightarrow \) (ii) follows from the definition of the Banach space \([D(A)]\). To prove the implication (ii) \( \rightarrow \) (iii) let \( u(\cdot) \) be an element of \( C^n(\mathbb{R}^+, [D(A)]) \). From the closedness of \( B \) and \( D(A) \subset D(B) \) we conclude that \( B \) is a continuous operator from \([D(A)]\) into \( E \). Looking at

\[
\mathbb{R}^+ \xrightarrow{u(\cdot) \in C^n} [D(A)] \xrightarrow{B} E
\]

we see that \( Bu(\cdot) \in C^n(\mathbb{R}^+, E) \). The implication (iii) \( \rightarrow \) (i) is obvious. \( \square \)

Now let \( (x_0, x_1, \ldots, x_n) \in D(A)^{n+1} \) and define

\[
(y_0, y_1, \ldots, y_n) := \Psi(x_0, x_1, \ldots, x_n)
\]

\[
= \left(- \sum_{i+j=k-1} B_i x_j + x_k \right)_{0 \leq k \leq n} \in D(\Delta^{n+1}).
\]

Using Theorems 2 and 3 we see that there exists a unique solution \( u(\cdot) : \mathbb{R}^+ \to D(\Delta) \) in \( C^{n+1}(\mathbb{R}^+, E^{n+1}) \) of

\[
u(t) = \Delta u(t), \quad u(0) = (y_0, y_1, \ldots, y_n).
\]
This implies that there are functions \( u_i(\cdot) \in C^{n+1}(\mathbb{R}^+, E) \), \( 1 \leq i \leq n+1 \), with \( u_1(\cdot) : \mathbb{R}^+ \to D(A) \), \( u_2(0), \ldots, u_{n+1}(0) = (y_0, y_1, \ldots, y_n) \) and
\[
\begin{align*}
Au_1(t) + u_2(t) &= u'_1(t) \\
B_1u_1(t) + u_3(t) &= u'_2(t) \\
&\vdots \\
B_{n-1}u_1(t) + u_{n+1}(t) &= u'_n(t) \\
B_nu_1(t) &= u'_{n+1}(t).
\end{align*}
\]
(1)

By the closedness of \( A, B_1, \ldots, B_n \) and the differentiability of the functions \( u_i(\cdot) \) it is easy to see that
\[
u^{(j)}_1(\cdot) : \mathbb{R}^+ \to D(A) \quad \text{and} \quad \frac{d}{dt} u^{(j)}_1(\cdot) = u^{(j+1)}_1(\cdot)
\]
for \( 0 \leq j \leq n - 1 \). Hence, by Lemma 5.2, \( u_1(\cdot) \) is an element of \( C^{n+1}(\mathbb{R}^+, E) \cap C^n(\mathbb{R}^+, [D(A)]) \).

Now, looking at (1), we obtain
\[
u_1^{(n+1)}(t) - Au_1^{(n)}(t) - \sum_{k=1}^{n} B_ku_1^{(n-k)}(t) = 0
\]
and
\[
u_1^{(k)}(0) = Au_1^{(k-1)}(0) + \sum_{j=1}^{k-1} B_ju_1^{(k-1-j)}(0) + u_{k-1}(0)
\]
for \( 1 \leq k \leq n \). Therefore
\[
u_1^{(0)}(0) = u_1(0) = y_0 = x_0,
\]
\[
u_1^{(1)}(0) = Au_1(0) + u_2(0) = Ax_0 + y_1 = x_1,
\]
\[
u_1^{(2)}(0) = Ax_1 + B_1x_0 + y_2 = \sum_{i+j=1} B_ix_j + y_2 = x_2
\]
and by induction we obtain
\[
(u_1^{(0)}(0), u_1^{(1)}(0), \ldots, u_1^{(n)}(0)) = (x_0, x_1, \ldots, x_n).
\]

We have shown: given \( \bar{x} = (x_0, x_1, \ldots, x_n) \in D(A)^{n+1} \), then the first coordinate \( u_1(\cdot) \) of the solution of
\[
u'(t) = \Delta u(t), \quad u(0) = \Psi \bar{x},
\]
is a solution of \( (ACP_{n+1}) \) in \( C^{n+1}(\mathbb{R}^+, E) \cap C^n(\mathbb{R}^+, [D(A)]) \) with initial value \( (x_0, x_1, \ldots, x_n) \).

Suppose there is another solution \( v(\cdot) \) of \( (ACP_{n+1}) \) in
\[
C^{n+1}(\mathbb{R}^+, E) \cap C^n(\mathbb{R}^+, [D(A)])
\]
with initial value \( (x_0, \ldots, x_n) \). Then \( w(\cdot) := v(\cdot) - u_1(\cdot) \) is a solution of \( (ACP_{n+1}) \) in \( C^{n+1}(\mathbb{R}^+, E) \cap C^n(\mathbb{R}^+, [D(A)]) \) with
\[
w^{(k)}(0) = 0 \quad \text{for } 0 \leq k \leq n.
\]
Define $z(t) := (w_1(t), \ldots, w_{n+1}(t))$ where $w_1(t) := w(t)$ and

$$w_k(t) := w^{(k-1)}(t) - Aw^{(k-2)}(t) - \sum_{j=1}^{k-2} B_j w^{(k-2-j)}(t).$$

The function $z(\cdot): \mathbb{R}^+ \to D(\Delta) = D(A) \times E^n$ is an element of $C^1(\mathbb{R}^+, E^{n+1})$ (see Lemma 5.2(iii)) with $z(0) = (0,0, \ldots, 0)$.

It is easy to see that

$$w'_k(t) = w_{k+1}(t) + B_{k-1} w(t), \quad 1 \leq k \leq n.$$

Hence

$$\Delta z(t) = (Aw_1(t) + w'_1(t) - Aw_1(t), B_1 w_1(t) + w_3(t), \ldots, B_{n-1} w_1(t) + w_{n-1}(t), B_n w_1(t))$$

$$= (w'_1(t), w'_2(t), \ldots, w'_n(t), B_n w_1(t))$$

and

$$w'_{n+1}(t) = w^{(n+1)}(t) - Aw^{(n)}(t) - \sum_{k=1}^{n-1} B_k w^{(n-k)}(t) = B_n w_1(t)$$

(since $w_1(\cdot)$ is a solution of $(ACP_{n+1})$). Therefore $\Delta z(t) = z'(t), z(0) = 0$. But $\Delta$ is a semigroup generator and therefore $z(\cdot) = 0, w(\cdot) = 0$ or $u_1(\cdot) = v(\cdot)$.

(b) The equivalence of statements (ii) and (iii) follows from the following considerations. Let $u(\cdot)$ be a solution of $(ACP_{n+1})$ in $C^{n+1}(\mathbb{R}^+, E) \cap C^n(\mathbb{R}^+, [D(A)])$. Then $u^{(n-k)}(\cdot): \mathbb{R}^+ \to D(A) \subset D(B_k)$ for $0 \leq k \leq n$ ($B_0 := A$) and by Lemma 5.2 we obtain the continuity of $B_k u^{(n-k)}(\cdot)$ for $1 \leq k \leq n$.

If $u(\cdot)$ is a solution of $(ACP_{n+1})$ with the properties (a) and (b) of statement (iii), then

$$t \to Au^{(n)}(t) = u^{(n+1)}(t) - \sum_{k=1}^{n} B_k u^{(n-k)}(t)$$

is a continuous function. Therefore

$$u^{(n-1)}(t) = \int_0^t u^{(n)}(s) \, ds \in D(A) \quad \text{for every } t \geq 0$$

and

$$t \to Au^{(n-1)}(t) = u^{(n)}(t) - \int_0^t \sum_{k=1}^{n} B_k u^{(n-k)}(s) \, ds$$

is continuously differentiable. By induction we obtain

1. $u^{(j)}(t) \in D(A)$ for every $t \geq 0$ and every $0 \leq j \leq n$,
2. $Au^{(j)}(\cdot)$ are continuously differentiable for $0 \leq j \leq n - 1$.

Hence $u(\cdot) \in C^{n+1}(\mathbb{R}^+, E), u(\cdot): \mathbb{R}^+ \to D(A)$ and $Au(\cdot) \in C^n(\mathbb{R}^+, E)$. Therefore, by Lemma 5.2, $u(\cdot) \in C^{n+1}(\mathbb{R}^+, E) \cap C^n(\mathbb{R}^+, [D(A)])$.

(c) (ii) $\to$ (i): Let $(y_0, y_1, \ldots, y_n) \in D(\Delta^{n+1})$. Then, by Lemma 5.1, there is a unique $(x_0, x_1, \ldots, x_n) \in D(A)^{n+1}$ with $\Psi(x_0, x_1, \ldots, x_n) = (y_0, y_1, \ldots, y_n)$ where $x_0 := y_0$ and $x_k := \sum_{i+j=k-1} B_i x_j + y_k$ ($B_0 := A$). Let $u(\cdot) \in C^{n+1}(\mathbb{R}^+, E) \cap C^n(\mathbb{R}^+, [D(A)])$ be the unique solution of $(ACP_{n+1})$ with initial value $(x_0, x_1, \ldots, x_n)$. We will show that for every $(y_0, y_1, \ldots, y_n) \in D(\Delta^{n+1})$ the Cauchy problem
\[ u'(t) = \Delta u(t), \quad u(0) = (y_0, y_1, \ldots, y_n) \] has a unique solution in \( C^{n+1}(\mathbb{R}^+, E^{n+1}) \). Then, by Theorems 2 and 3, \( \Delta \) and hence \( A \) is a semigroup generator.

Define \( u_0(t) := u(t) \),

\[ u_k(t) := \sum_{j=k}^n \int_0^t \frac{1}{(j-k)!} (t-s)^{j-k} B_j u_0(s) \, ds + \frac{1}{(j-k)!} t^{j-k} y_j \]

and \( w(t) = (u_0(t), u_1(t), \ldots, u_n(t)) \). Then \( w(0) = (y_0, y_1, \ldots, y_n) \) and, by Lemma 5.2, \( w(\cdot) \in C^{n+1}(\mathbb{R}^+, E^{n+1}) \). From the definition of the functions \( u_k(\cdot) \) it follows that

\[
\begin{align*}
B_1 u_0(t) + u_2(t) &= u'_1(t) \\
B_2 u_0(t) + u_3(t) &= u'_2(t) \\
&\vdots \\
B_{n-1} u_0(t) + u_n(t) &= u'_{n-1}(t) \\
B_n u_0(t) &= u'_n(t).
\end{align*}
\]

Therefore, in order to show that \( w(\cdot) \) is a solution of the differential equation \( u'(t) = \Delta u(t) \), it suffices to prove the validity of the equation

\[ Au_0(t) + u_1(t) = u'_0(t). \]

Define

\[
g(t) := Au_0(t) + \sum_{j=1}^n \int_0^t \frac{1}{(j-1)!} (t-s)^{j-1} B_j u_0(s) \, ds + \sum_{j=1}^n \frac{1}{(j-1)!} t^{j-1} y_j
\]

\[ = Au_0(t) + u_1(t). \]

Then we obtain the equality \( g(\cdot) = u'_0(\cdot) \) from the equations

\[
\begin{align*}
g(0) &= Ax_0 + y_1 = x_1 = u^{(1)}(0), \\
g'(0) &= Ax_1 + B_1 x_0 + y_2 = x_2 = u^{(2)}(0), \\
&\vdots \\
g^{(n-1)}(0) &= \sum_{i+j=n-1} B_{i} x_{j} + y_{n} = x_{n} = u^{(n)}(0)
\end{align*}
\]

and

\[
g^{(n)}(t) = Au_0^{(n)}(t) + \sum_{j=1}^n B_k u_0^{(n-j)}(t) = u^{(n+1)}(t).
\]

Suppose \( v(\cdot) \in C^{n+1}(\mathbb{R}^+, E^{n+1}) \) is a solution of

\[ u'(t) = \Delta u(t), \quad u(0) = (0, 0, \ldots, 0). \]

By the same arguments as in the proof of the implication (i) \( \rightarrow \) (ii) we obtain that the first coordinate of \( v(\cdot) \), denoted by \( v_0(\cdot) \), is a solution of \((ACP_{n+1})\) in \( C^{n+1}(\mathbb{R}^+, E) \cap C^n(\mathbb{R}^+, [D(A)]) \) with initial value \((0, \ldots, 0)\). Hence \( v_0(\cdot) = 0 \) and
from
\[ A v_0(t) + v_1(t) = v'_0(t) \]
\[ B_1 v_0(t) + v_2(t) = v'_1(t) \]
\[ \vdots \]
\[ B_{n-1} v_0(t) + v_n(t) = v'_{n-1}(t) \]
we obtain \( v(\cdot) = (v_0(\cdot), v_1(\cdot), \ldots, v_n(\cdot)) = 0 \). Therefore \( w(\cdot) \in C^{n+1}(\mathbb{R}^+, E^{n+1}) \) is the unique solution of the Cauchy problem \( u'(t) = \Delta u(t), \ u(0) = (y_0, y_1, \ldots, y_n) \in D(\Delta^{n+1}) \).

The most restrictive assumption in Theorem 5 is \( D(A) \subset D(B_k) \) for \( 1 \leq k \leq n \). If \( A \) is a bounded operator, then the statement of the theorem is well known (every \( B_k \) has to be bounded then). For bounded \( A \) in general nothing can be said about existence of solutions of \( (ACP_{n+1}) \) if one of the operators \( B_i \) is unbounded.

For damped second order problems
\[ u''(t) - Au'(t) - Bu(t) = 0, \]
\[ u(0) = x, \quad u'(0) = y \]
answers can be given if \( B \) is a cosine family generator and \( A \) is a bounded operator commuting with the resolvent of \( B \). For a summary of cosine family theory and references to the literature we refer to [17 and 23]. In the next theorem we have to know a Banach space \( F \) which appears in the following characterization of a cosine family generator, due to Kisynski [15]. A densely defined linear operator \( B \) on a Banach space \( E \) is the generator of a strongly continuous cosine family if and only if

(i) there is a Banach space \( F \) with \( D(B) \subset F \subset E \) such that the Banach space topology of \( F \) is not weaker than the topology induced in \( F \) by \( E \).

(ii) The operator \( \begin{bmatrix} 0 & I \\ B & 0 \end{bmatrix} \) with domain \( D(B) \times F \) is the generator of a strongly continuous group on the Banach space \( F \times E \).

The space \( F \) is given as the closure of \( D(B) \) under the norm
\[ \| x \|_F := \| x \| + \sup \left\{ \frac{1}{n!} (\lambda - w)^{n+1} \left( -\frac{d^n}{d\lambda^n} \right) \lambda R(\lambda^2, A)x \right\}, \quad \lambda > w, \ n \in \mathbb{N} \]
(see [30]). If \( B \) is unbounded then \( [D(B)] \neq F \neq E \). Fattorini [7], Sova [28] and Da Prato-Giusti [3] proved that well-posedness of the undamped second order Cauchy problem (corresponding to \( A = 0 \)) is equivalent to \( B \) being the generator of a strongly continuous cosine family. For a unified treatment of their results see [21]. In the proof of the next theorem we make use of their result and of a perturbation theorem (see [5, 13]) which says that if \( B \) is a cosine family generator and \( C \) is bounded, then \( B + C \) is a cosine family generator too.

**Theorem 6.** Let \( B \) be a densely defined linear operator on a Banach space \( E \). Consider the following damped second order abstract Cauchy problem:
\[ u''(t) - Au'(t) - Bu(t) = 0, \]
\[ u(0) = x, \quad u'(0) = y. \]
Then the following statements are equivalent:

(i) \( B \) is the generator of a strongly continuous cosine family.
(ii) \( \rho(B) \neq \emptyset \) and, for every \( x \in D(B) \), \( y \in F \) and every bounded operator \( A \) with \( AR(\lambda, B) = R(\lambda, B)A \), (#) has a unique solution \( u(\cdot) : \mathbb{R} \rightarrow D(B) \) in \( C^2(\mathbb{R}, E) \). For every sequence of solutions of (#) with

\[
\lim_{n \to \infty} u_n(0) = \lim_{n \to \infty} u_n^{(1)}(0) = 0
\]

we have \( u_n(\cdot) \to 0 \) uniformly on compacts of \( \mathbb{R} \).

**Proof.** (ii) \( \Rightarrow \) (i) follows from the fact that the undamped equation is well-posed if and only if \( B \) is a cosine family generator. To prove (i) \( \Rightarrow \) (ii) let \( B \) be a cosine family generator and \( A \) a bounded operator with \( AR(\lambda, B) = R(\lambda, B)A \). Then \( B + \frac{1}{2}A^2 \) is a cosine family generator, \( A : D(B) \to D(B) \) and the second order Cauchy problem

\[
\begin{align*}
  u^{(2)}(t) - (B + \frac{1}{4}A^2) u(t) &= 0, \\
  u(0) &= x, \\
  u^{(1)}(0) &= y - \frac{1}{2}Ax
\end{align*}
\]

has a unique solution \( u(\cdot) : \mathbb{R} \to D(B) \) in \( C^2(\mathbb{R}, E) \) for every \( x \in D(B) \), \( y \in F \) (see, for example, [21]).

Define \( v(t) := T(t)u(t) \) where \( (T(t)) \) is the group generated by \( \frac{1}{2}A \). From \( AR(\lambda, B) = R(\lambda, B)A \) we conclude that \( T(t)R(\lambda, B) = R(\lambda, B)T(t), T(t) : D(B) \to D(B) \) and \( BT(t) = T(t)B \) on \( D(B) \). Moreover,

\[
\begin{align*}
  v^{(1)}(t) &= \frac{1}{2}AT(t)u(t) + T(t)u^{(1)}(t), \\
  v^{(2)}(t) &= \frac{1}{2}A^2v(t) + AT(t)u^{(1)}(t) + Bu(t),
\end{align*}
\]

or

\[
\begin{align*}
  v^{(2)}(t) - Av^{(1)}(t) - Bu(t) &= 0, \\
  v(0) &= x, \\
  v^{(1)}(0) &= y.
\end{align*}
\]

Suppose there is another solution \( g(\cdot) \) of (#) with \( g(\cdot) : \mathbb{R} \to D(B) \) and \( g(\cdot) \in C^2(\mathbb{R}, E) \). Then \( h(\cdot) := g(\cdot) - v(\cdot) \) is a solution of

\[
\begin{align*}
  u^{(2)}(t) - Au^{(1)}(t) - Bu(t) &= 0, \\
  u(0) &= 0, \\
  u^{(1)}(0) &= 0
\end{align*}
\]

and \( f(\cdot) := T(\cdot)h(\cdot) \) a solution of

\[
\begin{align*}
  u^{(2)}(t) - (B + \frac{1}{2}A^2)u(t) &= 0, \\
  u(0) &= 0, \\
  u^{(1)}(0) &= 0.
\end{align*}
\]

Therefore \( f(\cdot) = 0 \) and, by the bijectivity of \( T(-t) \), \( h(\cdot) = 0 \) or \( g(\cdot) = v(\cdot) \).

Let \( h_n(\cdot) \) be a sequence of solutions of (#) such that

\[
\lim_{n \to \infty} h_n(0) = \lim_{n \to \infty} h_n^{(1)}(0) = 0.
\]

Define \( f_n(\cdot) := T(\cdot)h_n(\cdot) \). Then the functions \( f_n(\cdot) \) are solutions of

\[
\begin{align*}
  u^{(2)}(t) - (B + \frac{1}{4}A^2) u(t) &= 0, \\
  u(0) &= h_n(0), \\
  u^{(1)}(0) &= h_n^{(1)}(0) - \frac{1}{2}Ah_n(0).
\end{align*}
\]

But then \( f_n(\cdot) \) and hence \( h_n(\cdot) \) converge to zero uniformly on compacts of \( \mathbb{R} \). □

Another important case of

\[
u''(t) - Au'(t) - Bu(t) = 0\]
is the class of equations in which $A$ and $B$ are densely defined operators with $D(B) \subset D(A)$. Sandefur [25–27] and Aviles and Sandefur [1] discussed iterated differential equations

\[
\prod_{i=1}^{n} \left( \frac{d}{dt} - A_i \right) w(t) = 0
\]

where $A_i$ are semigroup generators on a Banach space $E$ such that

\[
D := \{ D(A_{i(1)} \cdots A_{i(m)}); i(j) \in \{1, \ldots, n\}, \ m = 1, 2, \ldots \}
\]

is dense in $E$. For $n = 2$ (##) becomes

\[
w^{(2)}(t) - (A_1 + A_2)w^{(1)}(t) - A_1 A_2 w(t) = 0.
\]

Sandefur proved well-posedness of (##) for every $1 \leq k \leq n$ (along the lines of Fattorini) under the assumptions on the operators $A_i$ mentioned above. Therefore, in the case that $D(B)$ is contained in $D(A)$ one obtains well-posedness if the operator $A$ is the sum and the operator $B$ the product of two semigroup generators.

For further results on higher order Cauchy problems and references to the literature we refer to [7, 10, 11, 13, 18, 31] and a paper of Weiss [32] which was, together with [26], the starting point of our investigations.

4. Explicit solutions of higher order Cauchy problems. In this section we show how to get an explicit expression for the solution of $(ACP_{n+1})$. As proved in the previous section the solution of $(ACP_{n+1})$ is given by the first coordinate of the semigroup $\Gamma(t)$ generated by $\Delta$ as defined in Theorem 3. The first and main step to obtain this “first coordinate” is the formula for $R(\lambda, \Delta)$ given in the next proposition.

PROPOSITION 7. Let $A, B_1, B_2, \ldots, B_n$ be densely defined closed operators and let $D(A) \subset D(B_k)$ for $1 \leq k \leq n$. Define $\Delta$ as in Theorem 3. Then the following statements are equivalent:

(i) $\lambda \in \rho(\Delta)$.

(ii) $R_\lambda := (\lambda^n (\lambda - A) - \lambda^{n-1} B_1 - \cdots - B_n)^{-1}$ exists.

(Remark: in the scalar case $R_\lambda$ corresponds to $\text{det}(\lambda - \Delta)^{-1}$.) If $\lambda \in \rho(\Delta)$ then $R(\lambda, \Delta)$ is given by

\[
\begin{bmatrix}
\lambda^n R_\lambda & \lambda^{n-1} R_\lambda & \lambda^{n-2} R_\lambda & \cdots & R_\lambda \\
Y_1 R_\lambda & \lambda^{n-1} X_1 R_\lambda & \lambda^{n-2} X_1 R_\lambda & \cdots & X_1 R_\lambda \\
\lambda Y_2 R_\lambda & Y_2 R_\lambda & \lambda^{n-2} X_2 R_\lambda & \cdots & X_2 R_\lambda \\
& \cdots & \cdots & \cdots & \cdots \\
\lambda^{n-1} Y_n R_\lambda & \lambda^{n-2} Y_n R_\lambda & \cdots & Y_n R_\lambda & X_n R_\lambda
\end{bmatrix}
\]

where

\[
X_1 := \lambda - A,
\]

\[
X_k := (\lambda^{k-1} (\lambda - A) - \lambda^{k-2} B_1 - \cdots - B_{k-1}) \quad (k \geq 2)
\]

\[
Y_k := \sum_{j=k}^{n} \lambda^{n-j} B_k.
\]
PROOF. (i) → (ii). Let \( \lambda \in \rho(\Delta) \). Then there are bounded operators \( X_{ij} \) on \( E \) such that

\[
(X_{ij})(\lambda - \Delta) = (\lambda - \Delta)(X_{ij}) = I.
\]

This leads to the following equations:

(1) \[
X_{1,n+1}(\lambda^n(\lambda - A) - \lambda^n - B_1 - \cdots - B_n) = I, \\
X_{1,k} = \lambda^{n+1-k}X_{1,n+1} \quad \text{for } 1 \leq k \leq n.
\]

(2) \[
X_{i,1}(\lambda - A) - X_{i,2}B_1 - \cdots - X_{i,n+1}B_n = 0 \quad (2 \leq i \leq n+1), \\
X_{i,k} = \lambda^{n+1-k}X_{i,n+1} \quad \text{for } i \leq k \leq n + 1,
\]

and \( X_{i,k} = \lambda^{i-1-k}(\lambda^{n+2-i}X_{i,n+1} - I) \) for \( k \leq i - 1 \).

(3) \[
(\lambda - A)X_{1,1} - X_{2,1} = I
\]

and \( (\lambda - A)X_{1,k} - X_{2,k} = 0 \) for \( 2 \leq k \leq n + 1 \).

(4) \[
-B_iX_{1,k} + \lambda X_{i+1,k} - X_{i+2,k} = \delta_{i+1,k}I
\]

for \( 1 \leq i \leq n - 1 \) and \( 1 \leq k \leq n + 1 \).

(5) \[
-B_nX_{1,k} + \lambda X_{n+1,k} = \delta_{n+1,k}I \quad \text{for } 1 \leq k \leq n + 1.
\]

Looking at (3) and (4) we obtain:

(6) \[
(\lambda - A)X_{1,n+1} = X_{2,n+1} \\
-B_1X_{1,n+1} + \lambda X_{2,n+1} = X_{3,n+1} \\
-B_2X_{1,n+1} + \lambda X_{3,n+1} = X_{4,n+1} \\
\vdots \\
-B_{n-1}X_{1,n+1} + \lambda X_{n,n+1} = X_{n+1,n+1} \\
-B_nX_{1,n+1} + \lambda X_{n+1,n+1} = I.
\]

From (6) we obtain

(7) \[
(\lambda^n(\lambda - A) - \lambda^n - B_1 - \cdots - B_n)X_{1,n+1} = I.
\]

Therefore, by (1) and (7),

\[
R_\lambda := X_{1,n+1} = (\lambda^n(\lambda - A) - \lambda^n - B_1 - \cdots - B_n)^{-1}
\]

exists. By (6) we obtain expressions for \( X_{k,n+1} \) for \( 2 \leq k \leq n + 1 \) and by (1)–(3) for all \( X_{i,k} \). This leads to the formula for \( R(\lambda, \Delta) \) stated in the proposition.

(ii) → (i). If \( R_\lambda \) exists, then define \( R(\lambda, \Delta) \) as above and show that

\[
R(\lambda, \Delta)(\lambda - \Delta) = (\lambda - \Delta)R(\lambda, \Delta) = I.
\]

We remark that no commutativity of the operators \( R_\lambda, A, B_1, \ldots, B_n \) is needed to prove the first equality. \( \square \)
COROLLARY 8. Let $A$ be the generator of a strongly continuous semigroup and let $B_1, B_2, \ldots, B_n$ be closed operators with $D(A) \subset D(B_k)$ for $1 \leq k \leq n$. Then there exists a real number $w$ such that, for every $\lambda \in \mathbb{C}$ with $\text{Re} \lambda > w$, $R_\lambda := (\lambda^n (\lambda - A) - \lambda^{n-1} B_1 - \cdots - B_n)^{-1}$ exists. Let $p > w$ and define $\gamma$ as the path \( \{p + i\mathbb{R} \} \). Then a solution of \((ACP_{n+1})\) is given by

$$
\frac{1}{2\pi i} \int_\gamma e^{\lambda t} \sum_{k=0}^{n} \lambda^{n-k} R_\lambda \left[ -\sum_{j=0}^{k-1} B_{k-1-j} x_j \right] + x_k \, d\lambda
$$

for every initial value \((x_0, x_1, \ldots, x_n) \in (D(A))^{n+1}\).

PROOF. Let $\bar{x} := (x_0, x_1, \ldots, x_n) \in (D(A))^{n+1}$. Define $\Psi$ as in the proof of Theorem 5(a). Then

$$
\Psi(x_0, x_1, \ldots, x_n) = (z_0, z_1, \ldots, z_n)
$$

where

$$
z_k = -\sum_{j=0}^{k-1} B_{k-1-j} x_j + x_k \quad (B_0 := A).
$$

Define $\Delta$ as in Theorem 3. Then, as shown in the proof of Theorem 5, a solution of \((ACP_{n+1})\) is given as the first coordinate of $\Gamma(t) \Psi \bar{x}$, where $\Gamma(t)$ is the semigroup generated by $\Delta$. Using the inversion formula for the Laplace transform

$$
\Gamma(t) \Psi \bar{x} = \frac{1}{2\pi i} \int_\gamma e^{\lambda t} R(\lambda, \Delta) \Psi \bar{x} \, d\lambda
$$

(for a proof use [33, p. 66]; or [4]) and Proposition 7 we obtain the expression for the solution of \((ACP_{n+1})\) stated in the corollary. □

At first glance the formula for the solution as given in Corollary 8 seems to be rather difficult. However, there are a lot of examples in which an explicit expression for the solution can be easily determined by the formula above (see the examples at the end of the next section and at the end of the paper).

5. Well-posedness of higher order abstract Cauchy problems. The Cauchy problem \((ACP_{n+1})\) for

$$
(\#) \quad u^{(n+1)}(t) - A u^{(n)}(t) - \sum_{k=1}^{n} B_k u^{(n-k)}(t) = 0
$$

is called well-posed if

(i) \((ACP_{n+1})\) is solvable for a dense subset $D$ of initial data $\bar{x} = (x_0, x_1, \ldots, x_n)$ in $E^{n+1}$.

(ii) The solutions depend continuously on their initial data; i.e.: Let \((v_k(\cdot))\) be a sequence of solutions of \((ACP_{n+1})\) such that $v_k^{(j)}(0) \rightarrow 0$ in $E$ for $k \rightarrow \infty$ and $0 \leq j \leq n$. Then $v_k(\cdot) \rightarrow 0$ uniformly on compacts of $R^+$.

We remark that assumption (ii) implies uniqueness of the solutions and we start our discussion of well-posedness with a fundamental lemma which will be of frequent use in the following (for a version of the lemma for $n = 1$, see §6).
Lemma 9. Let $A$ be the generator of a strongly continuous semigroup and let $B_1, B_2, \ldots, B_n$ be closed operators with $D(A) \subset D(B_k)$ for $1 \leq k \leq n$. Then there are strongly continuous families $(T_{i,j}(t))$ ($t \geq 0, \ 0 \leq i, j \leq n$) of bounded linear operators such that the semigroup $\Gamma(t)$ generated by

$$\Delta := \begin{bmatrix}
A & I & 0 & \cdots & 0 \\
B_1 & 0 & I & \cdots & 0 \\
B_2 & 0 & 0 & \cdots & 0 \\
& \cdots & \cdots & \cdots & \cdots \\
& & & & I \\
B_n & 0 & 0 & \cdots & 0
\end{bmatrix}$$

is given by

$$\begin{bmatrix}
T_{0,0}(t) & \cdots & T_{0,n}(t) \\
& \cdots & \cdots & \cdots & \cdots \\
& & \cdots & \cdots & \cdots \\
T_{n,0}(t) & \cdots & T_{n,n}(t)
\end{bmatrix}$$

The families $(T_{i,j}(t))$ have the following properties:

(a) $T_{0,0}(t): D(A) \rightarrow D(A)$ and $T_{0,j}(t): E \rightarrow D(A)$ for $1 \leq j \leq n$.

(b) If $0 \leq i \leq n-1$ and $1 \leq j \leq n$, then $t \rightarrow T_{i,j}(t)x$ is continuously differentiable for every $x \in E$ and (where necessary, define $B_0 := A$)

$$T_{i,j}'(t)x = T_{i,j-1}(t)x = B_i T_{0,j}(t)x + T_{i+1,j}(t)x.$$  

(c) If $0 \leq i \leq n-1$ and $j = 0$, then $t \rightarrow T_{i,0}(t)x$ is continuously differentiable for every $x \in D(A)$ and

$$T_{i,0}'(t)x = \sum_{k=0}^{n} T_{i,k}(t) B_k x = B_i T_{0,0}(t) + T_{i+1,0}(t)x.$$  

(d) If $i = n$ and $j = 0$, then $t \rightarrow T_{n,0}(t)x$ is continuously differentiable for every $x \in D(A)$ and

$$T_{n,0}'(t)x = \sum_{k=0}^{n} T_{n,k}(t) B_k x = B_n T_{0,0}(t)x.$$  

(e) If $i = n$ and $1 \leq j \leq n$, then $t \rightarrow T_{n,j}(t)x$ is continuously differentiable for every $x \in E$ and

$$T_{n,j}'(t)x = T_{n,j-1}(t)x = B_n T_{0,j}(t)x.$$  

(f) Let $\bar{x} := (x_0, x_1, \ldots, x_n) \in (D(A))^{n+1}$. Then

$$v(t) := \sum_{k=0}^{n} T_{0,k}(t) \left[ x_k - \sum_{j=0}^{k-1} B_{k-1-j} x_j \right] = \sum_{i=0}^{n-1} \left[ T_{0,i}(t)x_i - \sum_{k=i+1}^{n} T_{0,k}(t) B_{k-1-i} x_i \right] + T_{0,n}(t)x_n$$

is a solution of $(ACP_{n+1})$ with initial value $\bar{x}$.  

Proof. Statements (a)–(e) follow from the facts that \( D(\Delta) \) is given by \( D(A) \otimes E^n, \Gamma(t): D(\Delta) \to D(\Delta) \) and that \( (d/dt)\Gamma(t)\overline{\varepsilon} = \Delta\Gamma(t)\overline{\varepsilon} = \Gamma(t)\Delta\overline{\varepsilon} \) for every \( \overline{\varepsilon} \in D(\Delta) \). Statement (f) follows from the proof of Theorem 5. \( \square \)

Corollary 10. Let \( A \) be the generator of a strongly continuous semigroup and let \( B_1, B_2, \ldots, B_n \) be closed linear operators with \( D(A) \subset D(B_k) \) for \( 1 \leq k \leq n \). Let \( u_k(\cdot) \) be a sequence of solutions of \( (A \Phi_{n+1}) \in C^{n+1}(\mathbb{R}^+, E) \cap C^0(\mathbb{R}^+, [D(A)]) \) with \( u_k^{(j)}(0) \to 0 \) in \( [D(A)] \) for \( 0 \leq j \leq n-1 \), \( u_k^{(n)}(0) \in D(A) \) for all \( k \) and \( u_k^{(n)}(0) \to 0 \) in \( E \). Then \( u_k(\cdot) \to 0 \) in \( E \) uniformly on compacts of \( \mathbb{R}^+ \).

Proof. The initial values are all in \( D(A) \). Therefore, by Theorem 5 and the previous lemma, the solutions are unique and given by

\[
u(t) = \sum_{k=0}^{n} T_{0,k}(t) \left[ u^{(k)}(0) - \sum_{j=0}^{k-1} B_{k-1-j}u^{(j)}(0) \right].\]

The statement of the corollary follows now from \( \| T_{i,j}(t) \| \leq \| \Gamma(t) \| \leq Me^{\alpha t} \) and the continuity of the operators \( B_k \) from the Banach space \( [D(A)] \) into \( E \). \( \square \)

In order to motivate the hypothesis of the following theorem we will consider for a moment the second order equation

\[
u^{(2)}(t) - Au^{(1)}(t) - Bu(t) = 0.\]

Examples are the strongly damped wave equation

\[
u^{(2)}(t) - a\Delta u^{(1)}(t) - \Delta u(t) = 0, \quad a > 0,
\]

the linear strongly damped Klein-Gordon equation

\[
u^{(2)}(t) - 2a\Delta u^{(1)}(t) - (\Delta + bI)u(t) = 0
\]

and the vibrating beam equation

\[
u^{(2)}(t) + 2(a\Delta^2 + b)u^{(1)}(t) + \Delta^2 u(t) = 0.
\]

We see that (\#) frequently appears in the form

\[
u^{(2)}(t) - (aA + bI)u^{(1)}(t) - (cA + dI)u(t) = 0, \quad a > 0, \quad b, c, d \in \mathbb{C}.
\]

For a discussion of this equation see the example following Corollary 21. In this case

\[
R_\lambda = \frac{1}{a\lambda + c} R \left( \frac{1}{a\lambda + c} (\lambda^2 - \lambda b - d), A \right)
\]

and hence, for \( B := cA + dI \) we obtain \( BR_\lambda = R_\lambda B \) on \( D(A) \), which is the additional assumption in the following theorem.

Theorem 11. Let \( A \) be the generator of a strongly continuous semigroup and let \( B_1, B_2, \ldots, B_n \) be closed operators with

(i) \( D(A) \subset D(B_k) \) for \( 1 \leq k \leq n \).

(ii) \( B_kR_\lambda = R_\lambda B_k \) on \( D(A) \) for \( 1 \leq k \leq n \) and \( \lambda \in \{ p + i\mathbb{R} \}, \quad p > w \) (\( w \) defined as in Corollary 8).
Then \((ACP_{n+1})\) is well-posed and every solution with initial value \((x_0, x_1, \ldots, x_n)\) is given by \(\sum_{k=0}^{n} T_{n-k,n}(t)x_k\) where the operators \(T_{n-k,n}(t)\) are defined as in Lemma 9.

**Proof.** (a) From \(B_k R_\lambda = R_\lambda B_k\) on \(D(A)\) for \(1 \leq k \leq n\) it follows that \(AR_\lambda = R_\lambda A\) on \(D(A)\). Let \(\lambda, \mu \in \{p + i\mathbb{R}\}\). For every \(x \in E\) define \(y := R_\lambda x \in D(A)\). Then

\[
R_\lambda R_\mu x = R_\lambda R_\mu (\lambda^n (\lambda - A) - \lambda^{n-1} B_1 - \cdots - B_n)y = R_\lambda (\lambda^n (\lambda - A) - \lambda^{n-1} B_1 - \cdots - B_n)R_\mu y = R_\mu R_\lambda x.
\]

Therefore \(R_\lambda R_\mu x = R_\mu R_\lambda x\) for \(\lambda, \mu \in \{p + i\mathbb{R}\}\).

(b) As seen in §4, the operators \(T_{0,j}(t) (0 \leq j \leq n)\) are given as inverse Laplace transforms of the functions \(\lambda \to \lambda^{n-j}R_\lambda\); i.e.,

\[
T_{0,j}(t)x = \frac{1}{2\pi i} \int_{\gamma} e^{\lambda t} \lambda^{n-j}R_\lambda x d\lambda
\]

for every \(x \in E\) (if \(1 \leq j \leq n\)) or for every \(x \in D(A)\) (if \(j = 0\)). Therefore, by the closedness of the operators \(B_k (0 \leq k \leq n, B_0 := A)\), we obtain \(T_{0,j}(t)B_k = B_k T_{0,j}(t)\) on \(D(A)\) for \(0 \leq j, k \leq n\).

(c) By Lemma 9(f), a solution of \((ACP_{n+1})\) with initial value \((x_0, x_1, \ldots, x_n) \in (D(A))^{n+1}\) is given by

\[
\sum_{i=0}^{n-1} S_i(t)x_i + T_{0,n}(t)x_n,
\]

where

\[
S_i(t)x := T_{0,i}(t)x - \sum_{k=i+1}^{n} T_{0,k}(t)B_{k-1-i}x = T_{0,i}(t)x - \sum_{k=i+1}^{n} B_{k-1-i}T_{0,k}(t)x
\]

for \(x \in D(A)\). By Lemma 9(b), we obtain

\[
S_i(t)x := T_{0,i}(t)x - \sum_{k=0}^{n-i-1} T_{k,k+i}(t)x + \sum_{k=0}^{n-i-1} T_{k+1,k+i+1}(t)x = T_{n-i,n}(t)x.
\]

(d) Let \(u(\cdot)\) be a solution of \((ACP_{n+1})\) with \(u^{(j)}(0) = 0\) for \(0 \leq j \leq n\). Define \(v(\cdot) := R_\lambda u(\cdot)\). Then \(v(\cdot)\) is a solution of \((ACP_{n+1})\) with \(v^{(j)}(0) = 0\) for \(0 \leq j \leq n\) and \(B_k v^{(n-k)}(\cdot) = B_k R_\lambda u^{(n-k)}(\cdot)\) are continuous functions. Hence, by Theorem 5(iii), \(v(\cdot) = R_\lambda u(\cdot) = 0\) or \(u(\cdot) = 0\). Therefore, the solution of \((ACP_{n+1})\) is uniquely determined by its initial data.

(e) Let \(\bar{x} = (x_0, x_1, \ldots, x_n) \in (D(A))^{n+1}\). Then the unique solution of \((ACP_{n+1})\) with initial value \(\bar{x}\) is given by \(\sum_{i=0}^{n} T_{n-i,n}(t)x_i\).

Let \((v_k(\cdot))\) be a sequence of solutions of \((ACP_{n+1})\) such that \(v_k^{(j)}(0) \to 0\) for \(k \to \infty\) and \(0 \leq j \leq n\). Define \(u_k(\cdot) := R_\mu v_k(\cdot)\). Then \(u_k(\cdot)\) is a solution of \((ACP_{n+1})\) with \(u_k^{(j)}(0) \in D(A)\) for \(0 \leq j \leq n\). Therefore

\[
u_k(t) = R_\mu v_k(t) = \sum_{i=0}^{n} T_{n-i,n}(t) R_\mu v_k^{(i)}(0).
\]
As seen in §4, the operators \( T_{k,n}(t) \) \((0 \leq k \leq n)\) are given as inverse Laplace transforms of the functions \( \lambda \to X_k R_\lambda \) where \( X_0 = I, \ X_1 = (\lambda - A), \)
\[
X_k = (\lambda^{k-1}(\lambda - A) - \lambda^{k-2}B_1 - \cdots - B_{k-1}) \quad (k \geq 2);
\]
i.e.,
\[
T_{k,n}(t)x = \frac{1}{2\pi i} \int_\gamma e^{\lambda t} X_k R_\lambda x \, d\lambda \quad \text{for every } x \in E.
\]
Now let \( \mu \in \gamma = \{ p + iR \}. \) Then, as proved in (a),
\[
T_{k,n}(t)R_{\mu}x = \frac{1}{2\pi i} \int_\gamma e^{\lambda t} X_k R_{\lambda} R_{\mu} x \, d\lambda \\
= R_{\mu} \frac{1}{2\pi i} \int_\gamma e^{\lambda t} X_k R_{\lambda} x \, d\lambda \\
= R_{\mu} T_{k,n}(t)x
\]
for every \( x \in E. \) Therefore
\[
u_k(t) = R_{\mu} v_k(t) = R_{\mu} \left( \sum_{i=0}^{n} T_{n-i,n}(t)v_k^{(i)}(0) \right)
\]
or
\[
v_k(t) = \sum_{i=0}^{n} T_{n-i,n}(t)v_k^{(i)}(0).
\]
Hence, by
\[
||T_{n-i,n}(t)|| \leq ||\Gamma(t)|| \leq Me^{w t},
\]
we obtain that \( v_k(\cdot) \to 0 \) uniformly on compacts of \( \mathbb{R}^+. \) \( \square \)

EXAMPLE. Let \( A \) be the generator of a strongly continuous semigroup \( (T(t)) \) on a Banach space. Consider the well-posed Cauchy problem
\[
x^{(3)}(t) - A x^{(2)}(t) + c x^{(1)}(t) - c A x(t) = 0,
\]
\[
x(0) = x_0, \quad x^{(1)}(0) = x_1, \quad x^{(2)}(0) = x_2, \quad x_i \in D(A)
\]
where \( c \) is any nonzero complex number. In this case
\[
R_\lambda = (\lambda^2(\lambda - A) + cA - cA)^{-1} = (\lambda^2 + c)^{-1} R(\lambda, A).
\]
Define
\[
z_k := -\sum_{j=0}^{k-1} B_{k-1-j} x_j + x_k.
\]
Then \( z_0 = x_0, \ z_1 = -A x_0 + x_1, \ z_2 = c x_0 - A x_1 + x_2 \) and the unique solution \( v(\cdot) \) is given by
\[
\frac{1}{2\pi i} \int_\gamma e^{\lambda t}(\lambda^2 + c)^{-1}(\lambda^2 R_\lambda z_0 + \lambda R_\lambda z_1 + R_\lambda z_2) \, d\lambda \\
= \frac{1}{2\pi i} \int_\gamma e^{\lambda t}(\lambda^2 + c)^{-1}(\lambda x_0 + x_1 + R(\lambda, A)(c x_0 + x_2)) \, d\lambda.
\]
By
\[
(\lambda^2 + c)^{-1} = \sum_{n=0}^{\infty} (-c\lambda^{-2})^n,
\]

(b) 
\[ \frac{1}{2\pi i} \int \lambda^{-(k+1)} e^{\lambda t} d\lambda = \frac{1}{k!} t^k, \]

(c) 
\[ \frac{1}{2\pi i} \int \lambda^{-(n+1)} e^{\lambda t} R(\lambda, A)x \, d\lambda = \int_0^t \frac{1}{n!} (t - s)^n T(s)x \, ds, \]

and
\[ \sum_{n=0}^{\infty} (-c)^n \frac{1}{(2n)!} t^{2n} = \cosh \sqrt{-c} t, \]

\[ \sum_{n=0}^{\infty} (-c)^n \frac{1}{(2n+1)!} t^{2n-1} = \frac{1}{\sqrt{-c}} \sinh \sqrt{-c} t, \]

we obtain that the solution \( v(\cdot) \) can be written as:
\[ (\cosh \sqrt{-c} t) x_0 + \frac{1}{\sqrt{-c}} (\sinh \sqrt{-c} t) x_1 \]
\[ + \frac{1}{\sqrt{-c}} \int_0^t (\sinh \sqrt{-c} (t - s)) T(s)(cx_0 + x_2) \, ds. \]

EXAMPLE. Let \( A \) be the generator of a strongly continuous semigroup \( (T(t)) \) on a Banach space. Consider the well-posed Cauchy problem
\[ x^{(3)}(t) - Ax^{(2)}(t) - a Ax^{(1)}(t) - \frac{3}{4} a^2 x^{(1)}(t) - \frac{1}{4} a^2 Ax(t) - \frac{1}{4} a^3 x(t) = 0, \]
\[ x(0) = x_0, \quad x^{(1)}(0) = x_1, \quad x^{(2)}(0) = x_2, \quad x_0, x_1, x_2 \in D(A), \]

where \( a \) is any nonzero complex number. Then
\[ R_\lambda = (\lambda + a/2)^{-2} R(\lambda - a, A), \]
\[ z_0 = x_0, \quad z_1 = -A x_0 + x_1, \]
\[ z_2 = -A (ax_0 + x_1) + x_2 - \frac{3}{4} a^2 x_0 \]

and the solution is given by
\[ \frac{1}{2\pi i} \int e^{\lambda t} \left( \frac{\lambda + a}{2} \right)^{-2} [\lambda^2 R(\lambda - a, A)z_0 + \lambda R(\lambda - a, A)z_1 + R(\lambda - a, A)z_2] d\lambda. \]

With similar calculations as in the previous example we get as the unique solution of the Cauchy problem:
\[ e^{-a/2 t} \left[ \int_0^t (t - s) e^{3a/2 s} T(s) \left( \frac{1}{4} a^2 x_0 + ax_1 + x_2 \right) ds + x_0 + t \left( \frac{a}{2} x_0 + x_1 \right) \right]. \]

6. Damped second order Cauchy problems. In this section we investigate damped second order Cauchy problems
\[ u^{(2)}(t) - Au^{(1)}(t) - Bu(t) = f(t, u(t)), \quad u(0) = x, \quad u^{(1)}(0) = y \]

which we will call semilinear if \( f(\cdot, \cdot) \neq 0 \) and inhomogeneous if \( f(\cdot, u(\cdot)) \) is independent of \( u(\cdot) \); i.e., \( f(t, u(t)) = g(t) \) for some function \( g(\cdot): \mathbb{R}^+ \to E \).

We show how the problem above is related to the initial value problem
\[ u^{(1)}(t) = Au(t) + \int_0^t (Bu(s) + f(s, u(s))) \, ds, \quad u(0) = x, \]

which will be called the integrated Cauchy problem.

We start with a version of Lemma 9 for \( n = 1 \).
Lemma 12. Let $A$ be the generator of a strongly continuous semigroup on $E$ and let $B$ be a closed linear operator on $E$ with $D(A) \subset D(B)$. Then there are families $(T_i(t))$, $1 \leq i \leq 4$, $t \geq 0$, of bounded linear operators on $E$ such that the semigroup $\Gamma(t)$ generated by $\Delta := \begin{bmatrix} A & I \\ B & 0 \end{bmatrix}$ is given by

$$
\begin{bmatrix}
T_1(t) & T_2(t) \\
T_3(t) & T_4(t)
\end{bmatrix}.
$$

For every $1 \leq i \leq 4$ and every $x \in E$ the map $t \mapsto T_i(t)x$ is continuous and

(i) $T_1(0) = I$, $T_1(t) : D(A) \to D(A)$, $t \to T_1(t)x$ is continuously differentiable for every $x \in D(A)$ and

$$
T'_1(t)x = AT_1(t)x + T_3(t)x = T_1(t)Ax + T_2(t)Bx,
$$

(ii) $T_2(0) = 0$, $T_2(t) : E \to D(A)$, $t \to T_2(t)x$ is continuously differentiable for every $x \in E$ and

$$
T'_2(t)x = T_1(t)x = AT_2(t)x + T_4(t)x,
$$

(iii) $T_3(0) = 0$, $t \to T_3(t)x$ is continuously differentiable for every $x \in D(A)$ and

$$
T'_3(t)x = BT_1(t)x = T_3(t)Ax + T_4(t)Bx,
$$

(iv) $T_4(0) = I$, $t \to T_4(t)x$ is continuously differentiable for every $x \in E$ and

$$
T'_4(t)x = BT_2(t)x = T_3(t)x.
$$

(v) 

$$
T_1(t+s) = T_1(s)T_1(t) + T_2(s)T_3(t),
$$

$$
T_2(t+s) = T_1(s)T_2(t) + T_2(s)T_4(t),
$$

$$
T_3(t+s) = T_3(s)T_1(t) + T_4(s)T_3(t),
$$

$$
T_4(t+s) = T_3(s)T_2(t) + T_4(s)T_4(t).
$$

For a proof of statements (i)–(iv) see Lemma 9. Statement (v) follows from $\Gamma(t+s) = \Gamma(t)\Gamma(s)$. $\square$

Corollary 13. Let $A$ be the generator of a strongly continuous semigroup on $E$ and let $B$ be a closed linear operator on $E$ with $D(A) \subset D(B)$. Then there is a $w \in \mathbb{R}$ such that for every $\lambda \in \mathbb{C}$ with $\text{Re} \lambda > w$, $R_\lambda := (\lambda(\lambda - A) - B)^{-1}$ exists. $R_\lambda$ is the Laplace transform of a strongly differentiable family $W(t)$ of bounded linear operators on $E$; i.e.,

$$
R_\lambda x = \int_0^\infty e^{-\lambda t}W(t)x\, dt
$$

for every $x \in E$ and every $\lambda \in \mathbb{C}$ with $\text{Re} \lambda > w$. $W(t)$ is given as the inverse Laplace transform of $R_\lambda$; i.e.,

$$
W(t)x = \frac{1}{2\pi i} \int_\gamma e^{\lambda t}R_\lambda x\, d\lambda
$$

for every $x \in E$. The family $(W(t))$ has the following properties:

(i) $W(0) = 0$,

(ii) $W(\cdot) : E \to D(A)$, $BW(\cdot)x$ is continuous for every $x \in E$, $W'(\cdot) : D(A) \to D(A)$ and $W'(\cdot)$ is continuously differentiable for every $x \in D(A)$,
(iii) $W'(t)x = AW(t)x + \int_0^t BW(s)x \, ds + x,$  \\
(iv) $W^{(2)}(t)x = AW'(t)x + BW(t)x.$  \\
The semigroup generated by $\Delta := \begin{bmatrix} A & I \\ B & 0 \end{bmatrix}$ is given by  \\
$\begin{bmatrix} W'(t) & W(t) \\ BW(t) & \int_0^t BW(s) \, ds + I \end{bmatrix}.$  \\

**Proof.** As we have seen in the proof of Proposition 7 the resolvent of $\Delta$ is given by  \\
$\begin{bmatrix} \lambda R_{\lambda} & R_{\lambda} \\ BR_{\lambda} & (\lambda - A)R_{\lambda} \end{bmatrix}.$  \\
Define $W(t) := T_2(t)$ (see Lemma 12). Then the statements of the corollary follow from Lemma 12 and the fact that the Laplace transform of a strongly differentiable operator family is invertible for every $x \in E$.  \\

**Corollary 14.** Let $A$ be the generator of a strongly continuous semigroup on $E$ and let $B$ be a closed linear operator on $E$ with $D(A) \subset D(B)$. Then, for every $x \in D(A)$ and $y \in E$, the integrated Cauchy problem  \\
u^{(1)}(t) = Au(t) + \int_0^t Bu(s) \, ds + y, \quad u(0) = x  \\
has a unique solution $u(\cdot)$ in $C^1(\mathbb{R}^+, E)$. The solution is given by  \\
$W'(t)x + W(t)y = \frac{1}{2\pi i} \int_\gamma e^{\lambda t} R_{\lambda}(\lambda x + y) \, d\lambda$  \\
where $R_{\lambda}, W(t)$ are defined as in Corollary 13.  \\

**Proof.** Existence: Define  \\
u(t) := W'(t)x + W(t)y = \frac{1}{2\pi i} \int_\gamma e^{\lambda t} R_{\lambda}(\lambda x + y) \, d\lambda  \\
= T_1(t)x + T_2(t)y  \\
(T_1(t), T_2(t)$ as in Lemma 12). Then $u(0) = x$, $Bu(\cdot)$ is continuous and  \\
u^{(1)}(t) = AT_1(t)x + T_3(t)x + AT_2(t)y + T_4(t)y  \\
= Au(t) + \int_0^t Bu(s) \, ds + y.$  \\

Uniqueness. Let $v(\cdot)$ be a solution of the integrated problem with $x = y = 0$; i.e., $v(\cdot) : \mathbb{R}^+ \to D(A)$ is in $C^1(\mathbb{R}^+, E)$, $Bv(\cdot)$ is integrable and  \\
v^{(1)}(t) = Av(t) + \int_0^t Bv(s) \, ds, \quad v(0) = 0.  \\
Define $w(t) := \int_0^t v(s) \, ds$. Then  \\
(a) $w(t) \in D(B)$ for every $t \geq 0$ and $w(0) = 0,$  \\
(b) $w'(t) \in D(A)$ for every $t \geq 0$ and $w'(0) = 0,$  \\
(c) $Bw(\cdot)$ is continuous and  \\
$$w^{(2)}(t) - Aw^{(1)}(t) - Bw(t) = 0.$$  \\
Therefore, by Theorem 5, $w(\cdot) = 0$ or, by the continuity of $v(\cdot), v(\cdot) = 0$ for every $t \geq 0$. Hence the solution of the integrated Cauchy problem is unique.  \\

}$
THEOREM 15. Let \( A \) be the generator of a strongly continuous semigroup on \( E \) and let \( B \) be a closed linear operator on \( E \) with \( D(A) \subset D(B) \). Let \( f \) be a continuous function from \( \mathbb{R}^+ \) into \( E \) and let
\[
\begin{bmatrix}
T_1(t) & T_2(t) \\
T_3(t) & T_4(t)
\end{bmatrix}
\]
be the semigroup generated by \( \Delta := \begin{bmatrix} A & I \\ B & 0 \end{bmatrix} \). Then the following statements are equivalent:

(i) \( t \to \int_0^t T_1(t-s)f(s)\,ds \) is continuously differentiable.

(ii) The inhomogeneous damped second order Cauchy problem
\[
\begin{aligned}
&u''(t) - Au'(t) - Bu(t) = f(t), \quad u(0) = x, \quad u'(0) = y \\
&\text{has for every } x, y \in D(A) \text{ a solution } u(\cdot) \in C^2(\mathbb{R}^+, E) \text{ such that } Bu(\cdot) \text{ is continuous.}
\end{aligned}
\]

If \( BR_A = R_A B \text{ on } D(A) \), then every solution is unique. Otherwise the solution is unique among all solutions \( u(\cdot) \) for which \( Bu(\cdot) \) is a continuous function.

PROOF. (i) \( \rightarrow \) (ii). Uniqueness: If there are solutions \( u(\cdot) \) and \( v(\cdot) \), then \( h(\cdot) := u(\cdot) - v(\cdot) \) is a solution of
\[
\begin{aligned}
&u''(t) - Au'(t) - Bu(t) = 0, \quad u(0) = u'(0) = 0.
\end{aligned}
\]
If \( BR_A = R_A B \text{ on } D(A) \) or if \( Bh(\cdot) \) is continuous, then, by Theorems 5 and 11, \( h(\cdot) = 0 \). But then \( u(\cdot) = v(\cdot) \).

Existence: Define
\[
\begin{aligned}
x(t) &:= T_1(t)x + T_2(t)(y - Ax) + \int_0^t T_2(t-s)f(s)\,ds, \\
w(t) &:= \int_0^t T_2(t-s)f(s)\,ds.
\end{aligned}
\]
By Lemma 12 we obtain that \( Bx(\cdot) \) is a continuous function and
\[
\begin{aligned}
\frac{1}{h}(w(t+h) - w(t)) &= \frac{1}{h}(T_1(h) - I)w(t) \\
&\quad + \frac{1}{h}T_2(h)\int_0^t T_4(t-s)f(s)\,ds \\
&\quad + \frac{1}{h}\int_t^{t+h} T_2(t+h-s)f(s)\,ds.
\end{aligned}
\]
From \( AT_2(\cdot) = T_4(\cdot) - T_1(\cdot) \) we see that \( AT_2(\cdot) \) is continuous and by the closedness of \( A \) we get \( w(\cdot) : \mathbb{R}^+ \rightarrow D(A) \). Therefore the right-hand side of the equation above converges as \( h \to 0 \), \( x(\cdot) \) is continuously differentiable and
\[
\begin{aligned}
x'(t) &= Ax(t) + T_3(t)x + T_4(t)(y - Ax) + \int_0^t T_4(t-s)f(s)\,ds.
\end{aligned}
\]
Now \( x'(\cdot) \) is continuously differentiable if and only if \( Ax(\cdot) \) is. But
\[
\begin{aligned}
Ax(t) &= T_2(t)Bx + T_1(t)y - T_3(t)x - T_4(t)(y - Ax) \\
&\quad - \int_0^t T_4(t-s)f(s)\,ds + \int_0^t T_1(t-s)f(s)\,ds
\end{aligned}
\]
and therefore $Ax(\cdot)$ is continuously differentiable if and only if
\[
t \to \int_0^t T_1(t-s)f(s)\,ds
\]
is continuously differentiable. By (i) and the closedness of $A$ we obtain $(d/dt)Ax(t) = Ax^{(1)}(t)$ and
\[
x^{(2)}(t) = Ax^{(1)}(t) + T'_3(t)x + T'_4(t)(y - Ax)
\]
\[
+ \frac{d}{dt} \int_0^t T_4(t-s)f(s)\,ds
\]
\[
= Ax^{(1)}(t) + BT_1(t)x + BT_2(t)(y - Ax)
\]
\[
+ B \int_0^t T_2(t-s)f(s)\,ds + f(t)
\]
\[
= Ax^{(1)}(t) + Bx(t) + f(t).
\]

(ii) $\to$ (i). Let $x(\cdot)$ be a solution of the damped, inhomogeneous problem such that $Bx(\cdot)$ is continuous. Then $Ax(\cdot)$ is continuously differentiable. Define $u(\cdot), F(\cdot) : \mathbb{R}^+ \to E \times E$ by
\[
u(t) := (x(t), x^{(1)}(t) - Ax(t)), \quad F(t) := (0, f(t)).
\]
The function $u(\cdot)$ is continuously differentiable and
\[
u^{(1)}(t) = \Delta u(t) + F(t), \quad u(0) = (x, y - Ax).
\]
By [22, p. 106], we obtain
\[
u(t) = \Gamma(t)(x, y - Ax) + \int_0^t \Gamma(t-s)F(s)\,ds
\]
or
\[
x(t) = T_1(t)x + T_2(t)(y - Ax) + \int_0^t T_2(t-s)f(s)\,ds.
\]

But $x(\cdot)$ is twice continuously differentiable and, as seen in the first part of the proof, this is the case if and only if $t \to \int_0^t T_1(t-s)f(s)\,ds$ is continuously differentiable. □

The easy proofs of the following lemmas are omitted.

**Lemma 16.** Let \{\$V(t), t \geq 0\$\} be a strongly continuous family of bounded operators on $E$ and let $f(\cdot)$ be an element of $C^1(\mathbb{R}^+, E)$. Then
\[
w(t) := \int_0^t V(t-s)f(s)\,ds
\]
is continuously differentiable and
\[
w^{(1)}(t) = \int_0^t V(t-s)f'(s)\,ds + V(t)f(0).
\]

**Lemma 17.** Let $f(\cdot)$ be an integrable function and $\int_0^t T_1(t-s)f(s)\,ds \in D(A)$ for every $t \geq 0$. Then $t \to \int_0^t T_1(t-s)f(s)\,ds$ is continuously differentiable (A and $T_1(\cdot)$ are as in Theorem 15).

**Corollary 18.** Let $A$ be the generator of a strongly continuous semigroup on $E$ and let $B$ be a closed linear operator on $E$ with $D(A) \subset D(B)$. Let $f$ be a
continuous function from $\mathbb{R}^+$ into $E$ such that either
(i) $f(\cdot)$ is continuously differentiable or
(ii) $f(\cdot): \mathbb{R}^+ \to D(A)$ and $Af(\cdot)$, $Bf(\cdot)$ are integrable.

Then, for every $x, y \in D(A)$, the inhomogeneous, damped second order Cauchy problem

$$u^{(2)}(t) - Au^{(1)}(t) - Bu(t) = f(t), \quad u(0) = x, \quad u^{(1)}(t) = y$$

has a solution $u(\cdot)$ in $C^2(\mathbb{R}^+, E)$ given by

$$W'(t)x + W(t)(y - Ax) + \int_0^t W(t - s)f(s)\, ds$$

where $W(t)$ is defined as in Corollary 13. If $BR_\lambda = R_\lambda B$ on $D(A)$, then every solution is unique. Otherwise the solution is unique among all solutions $u(\cdot)$ for which $Bu(\cdot)$ is a continuous function.

PROOF. (i) If $f(\cdot)$ is continuously differentiable, then, by Lemma 16, $t \to \int_0^t T_1(t - s)f(s)\, ds$ is continuously differentiable. Hence the statement of the corollary follows from Theorem 15.

(ii) Let $f(\cdot)$ be a function from $\mathbb{R}^+$ into $D(A)$ such that $Af(\cdot)$ and $Bf(\cdot)$ are integrable. From the equation

$$AT_1(t - s)f(s) = T_1(t - s)Af(s) + T_2(t - s)Bf(s) - T_3(t - s)f(s)$$

we obtain $\int_0^t T_1(t - s)f(s)\, ds \in D(A)$ for every $t \geq 0$. By Lemma 17 and Theorem 15 the statement of the corollary follows. □

PROPOSITION 19. Let $A$ be the generator of a strongly continuous semigroup on $E$ and let $B$ be a closed linear operator on $E$ with $D(A) \subset D(B)$. Let $f$ be a continuous function from $\mathbb{R}^+$ into $E$. Then, for every $x \in D(A)$, the integrated Cauchy problem

$$u^{(1)}(t) = Au(t) + \int_0^t (Bu(s) + f(s))\, ds, \quad u(0) = x$$

has a unique solution $u(\cdot)$ in $C^1(\mathbb{R}^+, E)$. The solution is given by

$$W'(t)x + \int_0^t W(t - s)f(s)\, ds$$

where $W(t)$ is defined as in Corollary 13.

PROOF. Define

$$x(t) := W'(t)x + \int_0^t W(t - s)f(s)\, ds$$

$$= T_1(t)x + \int_0^t T_2(t - s)f(s)\, ds.$$

Then, as seen in the proof of Theorem 15, $x(\cdot)$ is continuously differentiable, $x(t) \in D(A)$ for every $t \geq 0$ and

$$x^{(1)}(t) = Ax(t) + T_3(t)x + \int_0^t T_4(t - s)f(s)\, ds$$

$$= Ax(t) + \int_0^t (BT_1(s)x + T_4(t - s)f(s))\, ds.$$
We have to show that
\[ \int_0^t T_4(t - s)f(s)\,ds = \int_0^t \left( B \int_0^s T_2(s - r)f(r)\,dr + f(s) \right)\,ds. \]

Therefore define
\[ g(t) := \int_0^t T_4(t - s)f(s)\,ds \]
and
\[ h(t) := \int_0^t \left( B \int_0^s T_2(s - r)f(r)\,dr + f(s) \right)\,ds. \]

Then \( g(0) = h(0) \) and
\[ h^{(1)}(t) = B \int_0^t T_2(t - r)f(r)\,dr + f(t). \]

Now, by Lemma 12,
\[ \frac{1}{h}(g(t + h) - g(t)) = \frac{1}{h}(T_4(h) - I)g(t) 
+ \frac{1}{h}T_3(h) \int_0^t T_2(t - s)f(s)\,ds 
+ \frac{1}{h} \int_t^{t+h} T_4(t + h - s)f(s)\,ds. \]

Therefore \( g(\cdot) \) is continuously differentiable and
\[ g^{(1)}(t) = B \int_0^t T_2(t - s)f(s)\,ds + f(t) = h^{(1)}(t). \]

This proves that \( x(\cdot) \) is a solution of the integrated problem. Furthermore
\[ Bx(t) = BT_1(t)x + \int_0^t BT_2(t - s)f(s)\,ds 
= T_3'(t)x + \int_0^t T_3(t - s)f(s)\,ds. \]

Hence \( Bx(\cdot) \) is even continuous and not only integrable. Suppose there is another solution \( v(\cdot) \) of the integrated problem. Then \( h(\cdot) = x(\cdot) - v(\cdot) \) is a solution of
\[ u^{(1)}(t) = Au(t) + \int_0^t Bu(s)\,ds, \quad u(0) = 0. \]

By Corollary 14 it follows that \( h(t) = 0 \) for every \( t \geq 0 \).

In the same way as in Theorem 15 we characterize existence of solutions of a semilinear damped second order equation.

**Proposition 20.** Let \( A \) be the generator of a strongly continuous semigroup on \( E \) and let \( B \) be a closed linear operator on \( E \) with \( D(A) \subset D(B) \). Let \( f \) be a function from \([0,T] \times E\) into \( E \) such that \( f(\cdot,u(\cdot)) \) is a continuous function from \([0,T]\) into \( E \) whenever \( u(\cdot) \in C([0,T],E) \). Define \( W(t) (= T_2(t)) \) as in Corollary
14 (as in Lemma 12). The following statements are equivalent:

(i) For every \( x, y \in D(A) \) the semilinear damped Cauchy problem

\[
u^{(2)}(t) - Au^{(1)}(t) - Bu(t) = f(t, u(t)), \quad u(0) = x, \quad u^{(1)}(0) = y
\]

has a solution \( u(\cdot) \) in \( C^2([0, T], E) \cap C^1([0, T], [D(A)]) \).

(ii) For every \( x, y \in D(A) \) the integral equation

\[
u(t) = W'(t)x + W(t)(y - Ax) + \int_0^t W(t-s)f(s, u(s)) \, ds
\]

has a solution \( u(\cdot) \) in \( C([0, T], E) \) such that \( t \to \int_0^t W'(t-s)f(s, u(s)) \, ds \) is continuously differentiable on \([0, T]\).

PROOF. (i) \(\Rightarrow\) (ii). Let \( u(\cdot) \) be in \( C^2([0, T], E) \cap C^1([0, T], [D(A)]) \). Then \( u^{(1)}(\cdot) \) maps \([0, T]\) into \( D(A) \) and \( Au(\cdot) \) is continuously differentiable. Let \( \Delta := [\begin{smallmatrix} A & I \\ B & 0 \end{smallmatrix}] \).

Define

\[
x(t) = (x_1(t), x_2(t)) := (u(t), u^{(1)}(t) - Au(t))
\]

and \( F: [0, T] \times (E \times E) \to E \times E, \ F(t, x(t)) := (0, f(t, x_1(t)) \). Then \( x(\cdot): [0, T] \to D(\Delta), x(\cdot) \in C^1([0, T], E \times E) \) and

\[
x^{(1)}(t) = \Delta x(t) + F(t, x(t)), \quad x(0) = (x, y - Ax).
\]

Therefore \( x(\cdot) \) is a continuously differentiable solution of the integral equation

\[- u(t) = \Gamma(t)u(0) + \int_0^t \Gamma(t-s)F(s, u(s)) \, ds
\]

where \( \Gamma(t) \) is the semigroup generated by \( \Delta \) (see Lemma 12). This implies that \( x_1(\cdot) \in C^1([0, T], E) \) is a solution of

\[
u(t) = T_1(t)x + T_2(t)(y - Ax) + \int_0^t T_2(t-s)f(s, u(s)) \, ds
\]

\[
= W'(t)x + W(t)(y - Ax) + \int_0^t W(t-s)f(s, u(s)) \, ds.
\]

By definition of \( x_1(\cdot) \) we have \( x_1(\cdot) \in C^2([0, T], E) \). In the same way as in the proof of Theorem 15 we obtain

\[
x_1^{(1)}(t) = T_2(t)Bx + T_1(t)y + \int_0^t T_1(t-s)f(s, x_1(s)) \, ds
\]

\[
= W(t)Bx + W'(t)y + \int_0^t W'(t-s)f(s, x_1(s)) \, ds.
\]

From the continuous differentiability of \( x_1^{(1)}(\cdot), W(\cdot)Bx \) and \( W'(\cdot)y \) we conclude that \( t \to \int_0^t W'(t-s)f(s, u(s)) \, ds \) is continuously differentiable on \([0, T]\).

The proof of (ii) \(\Rightarrow\) (i) is the same as the corresponding part of the proof of Theorem 15 and is omitted. \(\Box\)

**COROLLARY 21.** Let \( A \) be the generator of a strongly continuous semigroup on \( E \) and let \( B \) be a closed linear operator on \( E \) with \( D(A) \subset D(B) \). Let \( f \) be a function from \([0, T] \times E \) into \( E \) such that \( f(\cdot, u(\cdot)) \) is a continuous function from \([0, T]\) into \( E \) whenever \( u(\cdot) \in C([0, T], E) \). Define \( W(t) := T_2(t) \) as in Corollary
14 (as in Lemma 12) and let \( x \in D(A) \). The following statements are equivalent:

(i) The integral equation

\[
u(t) = W'(t)x + \int_0^t W(t-s)f(s, u(s)) \, ds\]

has a solution \( v(\cdot) \) in \( C([0, T], E) \).

(ii) The integrated Cauchy problem

\[
u^{(1)}(t) = Au(t) + \int_0^t (Bu(s) + f(s, u(s))) \, ds, \quad u(0) = x
\]

has a solution \( v(\cdot) \) with the properties \( v(\cdot): [0, T] \to D(A), v(\cdot) \in C^1([0, T], E) \) and \( Bv(\cdot) \in C([0, T], E) \).

**PROOF.** (i) \( \rightarrow \) (ii). Let \( v(\cdot) \) be a solution of the integral equation; i.e.,

\[
v(t) = T_1(t)x + \int_0^t T_2(t-s)f(s, v(s)) \, ds.
\]

Then \( v(\cdot): [0, T] \to D(A), v(\cdot) \in C^1([0, T], E) \) and

\[
v^{(1)}(t) = Av(t) + T_3(t)x + \int_0^t T_4(t-s)f(s, v(s)) \, ds
\]

\[= Av(t) + \int_0^t BT_1(s)x + T_4(t-s)f(s, v(s)) \, ds.
\]

In the same way as in the proof of Proposition 19 we show

\[
T_4(t-s)f(s, v(s)) = B \int_0^s T_2(s-r)f(r, v(r)) \, dr + f(s, v(s)).
\]

Therefore \( v(\cdot) \) is a solution of the integrated Cauchy problem and \( Bv(\cdot) = T_2(t)x + \int_0^t T_3(t-s)f(s, v(s)) \, ds \) is a continuous function.

(ii) \( \rightarrow \) (i). Let \( v(\cdot) \) be a solution of the integrated Cauchy problem with the properties stated in (ii). Then the function

\[
t \to x(t) := \left( v(t), \int_0^t Bv(s) + f(s, v(s)) \, ds \right)
\]

is in \( C^1([0, T], E \times E) \), \( x(\cdot): [0, T] \to D(\Delta) \) (\( \Delta = \left[ \begin{array}{cc} A & I \\ B & 0 \end{array} \right] \)) and

\[
\Delta x(t) = (v^{(1)}(t), Bv(t)) = x^{(1)}(t) - F(t, x(t))
\]

where \( F(t, x(t)) := (0, f(t, x_1(t))) \) and \( x(t) := (x_1(t), x_2(t)) \). Therefore \( x(\cdot) \) is a solution of \( x^{(1)}(t) = \Delta x(t) + F(t, x(t)), x(0) = (x, 0) \), and hence a solution of

\[
x(t) = \Gamma(t)(x, 0) + \int_0^t \Gamma(t-s)F(s, x(s)) \, ds,
\]

where \( \Gamma(t) \) is the semigroup generated by \( \Delta \). This implies

\[
x_1(t) = T_1(t)x + \int_0^t T_2(t-s)f(s, x_1(s)) \, ds.
\]

But \( x_1(t) = v(t) \) and therefore \( v(\cdot) \) is a solution of the integral equation. \( \square \)
EXAMPLE. Let $A$ be the generator of a strongly continuous semigroup $(T(t))$ on a Banach space. In many applications (e.g. the linear strongly damped wave equation, the Klein-Gordon equation, the vibrating beam equation etc., see the discussion following Corollary 10, [1 and 27]) the damped second order Cauchy problem appears in the form

$$(#) \quad u^{(2)}(t) - (aA + bI)u^{(1)}(t) - (cA + dI)u(t) = f(t),$$
$$u(0) = x, \quad u^{(1)}(0) = y$$

where $a$ is a positive real number, $b, c, d$ are arbitrary complex numbers and $f(\cdot)$ is a function satisfying, for example, the conditions of Corollary 18. As proved in Theorem 11, the homogeneous Cauchy problem $(#)$ is well-posed. By Corollary 18, for every $x, y \in D(A)$ the unique solution of $(#)$ is given by

$$W'(t)x + W(t)(y - Ax) + \int_0^t W(t - s)f(s)\, ds$$

where $W(t)$ is the inverse Laplace transform of

$$\lambda \to R_\lambda = (\lambda - (aA + bI) - (cA + dI))^{-1} = \frac{1}{a\lambda + c} R \left( \frac{1}{a\lambda + c} (\lambda^2 - \lambda b - d), A \right).$$

In order to determine $W(t)$ we will recall two elementary operations from Laplace transform theory (see [4]):

1. If $F(t)$ is the inverse Laplace transform of $f(\lambda)$, then $\frac{1}{\lambda} e^{bt/a} F(t/a)$ is the inverse Laplace transform of $f(a\lambda - b)$ if $a > 0$ and $b \in \mathbb{C}$.

2. If $F(t)$ is the inverse Laplace transform of $f(\lambda)$, then

$$\int_0^t J_0(2\sqrt{(t - s)s})f(s)\, ds$$

is the inverse Laplace transform of $(1/\lambda)f(\lambda + 1/\lambda)$, where $J_0(t)$ stands for the Bessel function

$$\sum_{n=0}^{\infty} (-1)^n \frac{1}{(n!)^2} \left( \frac{t}{2} \right)^{2n}.$$

Now suppose $q := (-d + c^2/a^2 + bc/a)^{-1/2} > 0$. Define $f := 1/\lambda q, g := f/q, h := (1/\lambda)(b + 2c/a)$ and $i := h/f$. Then, by the elementary operations (1) and (2) the following is true:

(a) $(q/a)R(\lambda, A)x$ is the Laplace transform of $(q/a)T(t)x$.

(b) $(q/a)R(f(\lambda + i), A)x$ is the Laplace transform of $(q/a)f e^{-it} T(t/f)x$.

(c) $(q/a) \cdot (1/\lambda) R(f(\lambda + 1/\lambda + i), A)x$ is the Laplace transform of

$$\int_0^t J_0 \left( 2\sqrt{(t - s) - s} \right) \frac{q}{af} e^{-is} T \left( \frac{s}{f} \right) x \, ds.$$

(d)

$$\frac{1}{a} \cdot \frac{1}{\lambda} R \left( f \left( q\lambda + \frac{1}{q\lambda} + i \right), A \right) x = \frac{1}{a} \cdot \frac{1}{\lambda} R \left( \frac{1}{a\lambda + \frac{q}{\lambda} + h, A} \right) x$$
is the Laplace transform of
\[
\frac{1}{af} \int_0^{t/q} J_0 \left( 2 \sqrt{\left( \frac{t}{q} - s \right) s} \right) e^{-isT\left( \frac{s}{f} \right)} x ds.
\]
\[(e)\]
\[
\frac{1}{a} \cdot \frac{1}{\lambda + c/a} R \left( \frac{1}{a} \left( \lambda + \frac{c}{a} \right) + \frac{q}{\lambda + c/a} + h, A \right) x
\]
is the Laplace transform of
\[
\frac{1}{af} e^{-c/a} t \int_0^{t/q} J_0 \left( 2 \sqrt{\left( \frac{t}{q} - s \right) s} \right) e^{-isT\left( \frac{s}{f} \right)} x ds
\]
\[
= e^{-c/a} t \int_0^{t} J_0 \left( \frac{2q}{q} \sqrt{(t-s)s} e^{-asT(as)x ds}
\]
\[
= e^{-c/a} t \int_0^{t} J_0 \left[ 2\sqrt{-d + \frac{c^2}{a^2} + \frac{bc}{a} \cdot \sqrt{(t-s)s}} \right] e^{(b+2c/a)sT(as)x ds}.
\]
Therefore, for \( q > 0 \) and every \( x \in E, W(t)x \) is given by the last expression. By some tedious calculations it can be seen that this expression is a solution of \((\#)\) (with \( v(0) = 0 \) and \( v'(0) = x \)) not only for \( q > 0 \) but for every complex number \( b, c, d \) and every \( a > 0 \). Hence, by Theorem 11, \( W(t)x \) is given by
\[
\frac{1}{a} e^{-c/a} t \int_0^{t} J_0 \left[ 2\sqrt{-d + \frac{c^2}{a^2} + \frac{bc}{a} \cdot \sqrt{(t-s)s}} \right] e^{(b+2c/a)sT(as)x ds}.
\]
If the semigroup \( T(t) \) generated by \( A \) is known we obtain by
\[
W'(t)x + W(t)(y - Ax) + \int_0^{t} W(t-s)f(s) ds
\]
an explicit expression of the unique solution of \((\#)\).
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