Chapter 8

General Countably Additive
Set Functions

In Theorem B.2.2] the reader saw that if f : X — R is integrable on the
measure space (X, 2(, i) then we can define a countably additive set function
v on 2 by the formula

v(4) = / fdu (8.1)

and we see that it can take both positive and negative values. In this chapter
we will study general countably additive set functions that can take both
positive and negative values. Such set functions are known also as signed
measures. In the Radon-Nikodym theorem we will characterize all those
countably additive set functions that arise from integrals as in Equation K.1]
as being absolutely continuous with respect to the measure u. And in the
Lebesgue Decomposition theorem we will learn how to decompose any signed
measure into its absolutely continuous and singular parts. These concepts
for signed measures will be defined as part of the work of this chapter.

8.1 Hahn Decomposition Theorem

Definition 8.1.1. Given a o-algebra 2 of subsets of X, a function 1 : A — R
is called a countably additive set function (or a signed measureﬁ]) provided

1Some authors allow a signed measure to be extended real-valued. In that case it is
necessary to require that u take only one of the two values +oc in order to ensure that g
is well-defined on .
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that for every sequence of mutually disjoint sets A,, € A we have

1 (UneNAn) =) u(Ay).

neN

We prove first the following theorem.

Theorem 8.1.1. If i is a countably additive set function on a o-field 2,
then p 1s bounded on A. That is, there exists a real number M such that
\u(A)| < M for all A2

Proof. We begin by restating the theorem as follows, bearing in mind that
1 can have both positive and negative values on 2, and that consequently u
need not be monotone. Let

pix(A) = sup{|u(B)| | B C A, B € 2}

for each A € . Then the theorem claims that p.(X) < oo.

i.

il

We claim that both |u(A)| and u.(A) are sub-additive as functions of
A€ M The first inequality follows immediately from the triangle
inequality for real numbers, combined with the additivity of u: If A
and B are 2A-measurable and disjoint, then

1 (AUB)| = |u(A) + u(B)] < |[n(A)] + [u(B)].

For the second inequality, we note that if A = A;UA,, a disjoint union,
then p,(A) < pe(Ar) + ps(As) because if an A-measurable set B C A
then

[(B)] < (B N A| + (BN Az)| < pa(Ar) + p(Az)
where we have used in the first inequality the sub-additivity of |u|.

We will suppose that p.(X) = oo and deduce a contradiction. By
hypothesis, 1(X) € R. So there exists a set B € 2 such that

[(B)] > |p(X)[+1 = 1.

2We do not denote |p(A)| in the form |u|(A) because the latter symbol will be given a
special meaning in Definition [8.1.2
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By the additivity of p,

(X A\ B)| = [p(X) = p(B)| = |p(B)] = [u(X)] > 1.

Because B and X \ B are disjoint, it follows from sub-additivity that
either
px(B) = 00 or p (X \ B) = 0.

Thus there exists By € A such that |u(By)| > 1 and (X \ By) = 0.
Hence there exists By € 2, disjoint from By, such that |u(Bz)| > 1 and
t(X \ (B1 U Bs)) = oo. This process generates an infinite sequence of
mutually disjoint sets B,, € U such that |u(B,)| > 1 for each n € N.

Let )
B = B,
neN
so that
w(B) =" u(B,) (8.2)
neN

and the latter series is conditionally convergent, meaning that it is
convergent, but not absolutely convergent. Therefore, by a familiar
exercise or theorem from Advanced Calculueﬁ, both the sum of the
positive terms and the sum of the negative terms in Equation must
diverge. Hence there exists a subsequence B,,; such that

I <Uan> ¢ R

jEN
which is a contradiction.

U
We are ready now to state and prove the Hahn Decomposition theorem.

Theorem 8.1.2. (Hahn Decomposition) Let pu be a countably additive set
function on a o-algebra A. Then there exists a partition X = PUN into
disjoint sets with the following properties. If A € A then if A C P we must
have 1(A) > 0, whereas if A C N then u(A) < 0. This partition is essentially
unique, in the sense that if X = P'U N’ is another such decomposition, then
|u|/(P A P) =0 and |u|(N A N') =0, where |u| will be defined in Definition
812

3See for example [10]. There it is shown that if a series is conditionally convergent,
then the sum of the positive terms diverges, and the sum of the negative terms diverges.
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Proof. Let a = sup{u(A) | A € A}. Then 0 < a < oo by Theorem RI.T]
and because p(0)) = 0. For each n € N there exists A, € A such that
1(A,) > a — 5. Let

P =Iliminf A, = G ﬁAn

p=1n=p

so that P € 2 and P is the set of all those x € X such that x is present in
all but a finite number of the sets A,. We will show that pu(P) = «. First
we need the following lemma.

Lemma 8.1.1. Under the hypotheses of Theorem [8.1.3, if
w(B1) > a — € and if u(By) > o — € then

/L(Bl N Bg) > o — (61 + 62).
Proof. Because p is (countably) additive,
p(BiNBs) = p(Br)+p(Bz) —p(B1UBy) > (a—e)+(a—e) —a
=a— (€ + €)
since o = sup{u(A) | A € A}. O
It follows for each ¢ > p that

q 1 1
I mAn > o — 2—nZa—2p_1
n=p

n=p

for all ¢ > p, from which we deducd] that

P 1
K <ﬂAn> Z o= op—1’
p

4The reader should take note that u need not be monotone, being a signed measure.
We use here the boundedness of u together with its countable additivity to show that

() (0
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In a similar manner one can show that

K (G ﬁAn ) th—{lgo <a— 2171—1) =

p=1 Ln=p
It follows that o < p(P) < a, which implies that u(P) = « as claimed.
Moreover, if there were a set A € 2 such that A C P and p(A) < 0, then
we would have

u(P\ A) = p(P) — p(A) > p(P)
which is a contradiction. It follows that if A C P then pu(A) > 0. Now let
N = X\ P. Suppose there were a measurable set A C N such that u(A) > 0.
Then it would follow that u(P U A) > u(P), which is impossible. Hence if
A€ Aand A C N it follows that u(A) < 0. We leave the proof of essential
uniqueness to Exercise .11l O

Definition 8.1.2. Let i be a countably additive set function on a o-algebra
2, and let P and N be (for p) as in Theorem B.I.2. Define the positive part,
the negative part, and the variation of pu as follows:

prH(A) = u(ANP)
po(A) = [u(ANN)|
ul(4) = p(A)+p(4)

The number |u|(X) = ||u|| is called the total variation norm of p.

Exercise 8.1.1. Suppose that we have two Hahn decompositions as in Theo-
remRI2 X = PUN = P'UN’. Prove that |u|(P A P") =0 = |u|(N A N').

Exercise 8.1.2. (Jordan Decomposition Theorem.) Prove that u*, pu~, and
|p| are countably additive non-negative measures. Prove also the decompo-
sition

p=pt =
and that this decomposition is minimal in the following sense. If p; and po
are measures such that p = 1 — po, then ™ < py and p= < puo.

Exercise 8.1.3. | Prove that the total variation norm satisfies all the re-
quirements to be a norm on the vector space M of all countably additive set
functions on (X, A, u).

Exercise 8.1.4. Prove that M is complete in the total variation norm.
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8.2 Radon-Nikodym Theorem

Definition 8.2.1. If A and p are measures on a o-algebra 2 of subsets of X,

we call A\ absolutely continuous with respect to u, written as A < p, if and
only if A € A and pu(A) = 0 implies A(A) = 0.

We have a similar definition for countably additive set functions (signed
measures).
If a non-negative function f is in L'(X, 2L, 1), and if we define

Mmzzywt

for each £ € 2, then A will be absolutely continuous with respect to u,
written A\ < u, as in the foregoing definition.

Definition 8.2.2. If A\ and p are countably additive set functions on 2, we
call A absolutely continuous with respect to p, written as A < p, if and only
if \(E) = 0 for each £ € 2 such that |u|(E) = 0.

Exercise 8.2.1. 7 Let A and p be countably additive set functions. Prove
that the following three statements are equivalent.

L A<p
. AT <pand A~ < p
i Al < |l

Theorem 8.2.1. (Radon-Nikodym|) Suppose X and u are finite (non-negative)
measures on a o-algebra A of subsets of X. Then we have the following con-
clusions.

i. There exists a non-negative function f in L' (X, %A, u) such that for each
A € we have

A = [ fan
if and only if A < p.

ii. Moreover, the L*(X, 2, uu)-equivalence class of a Radon-Nikodym deriva-
tive 1s uniquely determined.
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Remark 8.2.1. For f as in the Radon-Nikodym theorem, it is common to
call f the Radon-Nikodym derivative, and to denote this as

d\
=g

This notation yields the formula

dA
AMA :/1d)\:/—du
() A adp

which suggests a change of variables formula, and a chain rule. See Exercises
8.2.6l and 8.2.3]

Proof of Theorem. The implication from left to right is inherent in the fourth
conclusion of Theorem B.2.2] So we will suppose here that A < p and give a
proof from right to left. We begin with a lemma.

Lemma 8.2.1. Under the hypotheses of the Radon-Nikodym theorem, if A <
i, and if X is not the identically zero measure, then there exists € > 0 and
there exists P € 20 with p(P) > 0 such that if A € A and A C P we have
AA) > eu(A).

In the context of this proof, we will write the conclusion of the lemma as
an inequality as follows:
P
A > €.

Proof of Lemma. Since A < p and A is not identically zero, neither is p
identically zero. We claim that there exists sufficiently small € > 0 such that

(A —eu)™ #0.

Suppose this were false. Then we would have M\(A) < eu(A) for all A € A
and for all € > 0. But this would force A = 0 which is a contradiction. Thus
there exists € such that (A —ep)™ > 0. Hence there is a Hahn decomposition
X = PUN for the signed measure (A — eu) such that if a measurable set
A C P implies that (A —eu)(A) > 0, showing that

P
A > €.
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If f € L*(u) we define Ap(A) = [, fdu and we let
L¥(u0) = {F € L () | Af(A) < \(4) ¥A € 1}

noting that the inequalities that define L*(u,\) apply to all A € 2 and
are not limited to the subsets of P. By Lemma B2.1] we know that there
exist € > 0 and P € 2 with u(P) > 0 and such that elp € LT (u, A), which
therefore has a non-trivial element if A is not identically zero. If A\ were zero,
still the set L*(u, A) would be non-empty since it would contain the zero

function.
Let

o = sup{As(X) | £ € L* (1, )}

so that @ < A(X) < oco. Thus for each n € N there exists f,, € LT (u, A) such
that A, (X) > a — L. Let

n

gn:max(fla"'afn):.fl\/"'v.fn'

Then g, is a monotone increasing sequence of measurable functions, and
gn € L*(p1, A) because this is true for each function f;. Moreover, A\, < A
and Ay, (X) >a— 1.

We can define ¢ = lim, g,, which is defined almost everywhere, and
Ag < A. We know also that A\;(X) = . It will suffice to prove that A\, = A.
We will suppose the latter equation is false and deduce a contradiction.

Suppose that A — Ay > 0, which means that A — A, is non-negative and
not the identically zero measure. Let \* = A — A\;. Then A* > 0 and \* < p.
By Lemma R.2.1] we conclude that there exists ¢ > 0 and P’ € 2 such that
p(P') > 0 and such that A € A and A C P’ implies that

A(A) = A (A) = N(A) > eu(A).

Let h = g+ €lp. Then [, hdp= [, gdu+ eu(A) for each A € 2 such that
A C P'. That is

>\ Z )\g + >\€1P/'
Hence [, hdp > o, which is impossible since h € L*(u, A).

The uniqueness of the Radon-Nikodym derivative up to L'-equivalence is
shown in Exercise 8.2.2] O

Remark 8.2.2. We remark that if f € L*(X, 2, u) for some measure i,
then the carrier of f must be o-finite. Thus in order to characterize those
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measures expressible in the form A\(4) = [ 4 J dp it would be appropriate to
limit our attention to o-finite measure spaces (X, 2, ). It is easy to extend
the Radon-Nikodym theorem to the case in which p is a o-finite measure and
A is a finite measure.

It is simple also to give an extension of the Radon-Nikodym theorem to
signed measures because each signed measure is the difference between two
positive measures and so the Radon-Nikodym derivative in this more general
context is the difference between two Radon-Nikodym derivatives for positive
measures.

Exercise 8.2.2. 7 Show that %, the Radon-Nikodym derivative of A with
respect to g in Theorem R.2.1l is uniquely determined as an element of
LNX, 2, ).

Exercise 8.2.3. 7 Suppose that the measures A, p, v on a o-field A C PB(X)
have the relationship
A<p<v

where A and p are finite and v is o-finite. Prove that A < v and that
d\  dX\du
dv  dpdv

by means of the following steps.

a. Let
du dA

v’ " dv
and show that there is a sequence f, € S, such that f,,  f pointwise
almost everywhere.

dA
f_@ug_

b. Show that
')\(A) —/Afn d,u' — 0

forall Ae A asn — oo.

‘Ah@—éhﬂv

as n — oo for all A € 2.

c. Show that

— 0
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d. Use Exercise B2.2] to complete the proof that f,g, — h.

Exercise 8.2.4. Let [ denote Lebesgue measure on the unit interval, and
let ¢ be the Cantor function from Example [[LZ1l Define A = [ o ¢ by
AA) = I(¢(A)) for each measurable set A C [0,1]. Is it true that A < [?

Prove your conclusion.

Exercise 8.2.5. Let ¢ be a continuously differentiable monotone increas-
ing function defined on [a,b] C R. Define a measure A on the Lebesgue
measurable sets of [a, b] by A(A) = [(¢(A)). Prove that A <[ and find 2.

Exercise 8.2.6. Suppose (X, 2, 1) is a complete measure space and
f e L (X, p).

Suppose ¢ : X — X is a bijection for which ¢(FE) € 21 if and only if E € 2,
and suppose ¢ maps Lebesgue null sets to Lebesgue null sets. Define the
measure

pod(E) = p(o(E)).
Prove that o ¢ < p and the change of variables formula

. dpod) ,
[E<f e du—/(b(E)fdu.

Exercise 8.2.7. Suppose p is a o-finite measure on a g-algebra 2 of subsets
of X. Suppose A is another measure on 2 such that A < p. Prove that there
exists a non-negative y-measurable function f on X such that A\(A) = [ A fdu
for all A € . Prove that \ is a finite measure if and only if f € L'(X, 21, u).

Exercise 8.2.8. Suppose p is a o-finite measure on a o-algebra 2 of subsets
of X. Suppose A is a signed real-valued measure on 2 such that A < p.
Prove that there exists a (signed) f € L'(X, 2, p) such that A(4) = [, fdu
for all A € 2.

Exercise 8.2.9. It is interesting to consider the relationship between the
concept of absolute continuity of functions given in Definition [.4.1] and that
of absolute continuity of measures.

a. If A and p are any two finite measures on a o-field 2 C PB(X), prove
that A < p if and only if they satisfy the following condition: for each
€ > 0 there exists a § > 0 such that p(A) < § implies that \(A) < e.
(Hint: For one direction, use the Radon-Nikodym theorem.)
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b. Suppose now that the finite measure A is defined on the Lebesgue mea-
surable sets of ([a,b), £). Define f(x) = Aa,x) for all x € [a,b]. Prove
that f is an absolutely continuous function on [a, b] if and only if A < .
(Hint: From right to left is easy by part (a). For the other direction,
prove that A(A) = [, f'dl for all A€ £.)

8.3 Lebesgue Decomposition Theorem

The Radon-Nikodym Theorem addressed the classification of measures ab-
solutely continuous with respect to a given measure. Here we study a quite
different (symmetrical) relationship of singularity between two measures or
countably additive set functions.

Definition 8.3.1. If A\ and p are countably additive set functions on 2, we
call A singular with respect to p if and only if X = EUF, a disjoint union of
2A-measurable sets, such that |A|(E) = 0 = |p|(F). This is denoted as

AL

Theorem 8.3.1. Let A be a o-algebra of subsets of X. Let i and v be two
signed measures. Then there exist two unique signed measures vy and vy such
that

V=1y+1

with the properties that vy L p and vy < p.

Proof. Tt follows from Definitions and B.3.1] that singularity or absolute
continuity with respect to a signed measure p means singularity or absolute
continuity with respect to |g|. Thus we can assume without loss of generality
that p is a measure. Because of Exercise R.2.1] and Definition B.3.1] we can
assume without loss of generality that v is a measure as well.

The proof of the theorem is based upon the observation that v < (u+v).
Thus there exists a non-negative measurable function f such that

V(E):/Efd,u—i-/Ede

5By Definition BI.1] our assumption implies that 1 and v are finite measures. For
measures that are not signed, the present theorem can be generalized readily to the o-
finite case. See Exercise 8.3.4]
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for all £ € . Since
0 <v(E) < pu(E)+v(E)

we have 0 < f < 1 v-almost everywhere and also (u+ v)-almost everywhere.
Let A= f71(1) and B = f~1[0,1). Thus

v(A) = pu(A) +v(A).

It follows that p(A) = 0. Define 1y(E) = v(ANE) and v (F) = v(E N B).
Thus vy L p because vy vanishes on subsets of A¢ and p(A) = 0.
Suppose next that u(E) = 0. Then

V(EHB):/EnBldu: fd(,u+y):/ fdv

ENB ENB

since u(E) = 0 by hypothesis. This implies that

[EOB(l — f)dv =0.

Since 1 — f > 0 v-almost everywhere, with strict inequality on B, it follows
that 14 (E) = v(E N B) =0, so that vy < p.
Finally, we prove uniqueness. Let

V=1yy+1rv =1+ (83)

be two Lebesgue decompositions. Thus vy — 1y = 74 — v; with one side
singular and the other side absolutely continuous with respect to u. (See
Exercise 831) This forces both sides to be zero, which completes the proof.
(See Exercise B.3.2]) O

Exercise 8.3.1. Suppose that the sum of two measures that are absolutely
continuous with respect to g on (X,2(, ) must be absolutely continuous.
Prove also that the sum of two measures that are singular with respect to u
on (X, %A, u) must be singular.

Exercise 8.3.2. Let p and v be non-negative finite measures on (X, 2). If
v 1L pand v < p, prove that v = 0, the identically zero measure on 2.

Exercise 8.3.3. This exercise continues the work begun in Exercise [8.2.9
Let f be a monotone increasing function on [a, b] and define a measure p by
letting it assign to an interval [a, x) the measure pla,z) = f(x) — f(a).
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a. Let uy be the absolutely continuous part of p with respect to Lebesgue
measure, and find the Radon-Nikodym derivative

iy
dl

b. Show that the singular part ;o and the absolutely continuous part
of ;s can be used to define absolutely continuous and singular parts of
the function f.

Exercise 8.3.4. Let v be any o-finite measure on the measure space (X, 2, ),
where p is o-finite. Prove that there exist two unique measures vy and v
such that

V=1y+1

with the properties that 1y L p and 14 < p.
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