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SUMMARY

This paper describes results and challenges in feedback control of microfluidic systems. Results are provided for two representative examples: control of liquid droplets by electrically actuated surface tension forces and steering of many particles at once by micro flow control. Common themes and challenges are outlined based on the authors’ research programs and on the results of the March 2004 NSF workshop on ‘Control and System Integration of Micro- and Nano-Scale Systems’ organized by the author.
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1. INTRODUCTION

Microfluidics refers to fluid flow inside systems whose features range in size from millimeters down to micrometers. As shown in Figure 1, this length scale is commensurate with the size of biological entities. Consequently, many microfluidic systems are aimed at applications in the bio-chemical arena. Demonstrated and under development biological applications include micro-arrays for rapid analysis of DNA [1], analysis and detection of proteins [2], monitoring and analysis of cells [3], and implantable drug injection systems [4].

In micro-scale applications, feedback control is needed for the same reasons that it is required on the macro-scale: micro-systems often operate in largely unknown environments and can have significant geometric, parametric, and dynamic uncertainty. Specifically, outside environments may contain unknown bio-chemical species (as in sensing applications where the presence of these species must be detected), biological fluid samples have a large degree of variability (urine samples vary with disease, hydration, and from patient to patient), and the characteristics of specific entities inside the samples can vary (cells of the same type will have different shapes and properties). Device geometric uncertainty can be created by fabrication limits: the wavelength of light limits fabrication techniques that use optical masks to resolutions of about a micron, hence
devices with five micron sized features will have a \( \pm 20\% \) variability in geometry. Finally, models that characterize bio-chemical behaviour (such as models of surface tension boundary conditions, reaction rates, diffusion, migration, species adsorption and desorption) contain uncertain parameters and unmodelled dynamics. Feedback is required to address all of these uncertainties and to create robust behaviour, enable new tasks, and improve system performance.

This paper presents two representative examples of microfluidic modelling and control research in the authors’ laboratory: the first example deals with control of fluid packets using electrically actuated surface tension forces, the second describes individual steering of cells by micro flow control. We show how feedback control can improve performance (Section 2) and enable new capabilities (Section 3), we outline common themes and challenges in feedback control of microfluidics (Section 4), and we briefly summarize research recommendations for control of micro/nano-scale systems in general from the March 2004 NSF workshop on ‘Control and System Integration of Micro- and Nano-Scale Systems’ [5].

2. CONTROL OF FLOWS DRIVEN BY ELECTRICALLY ACTUATED SURFACE TENSION

Since surface to volume ratios are inversely proportional to device length scales, surface effects dominate in micro-scale systems. In particular, surface tension effects are critical in microfluidic devices [6–9]. It has been shown that it is possible to effectively modify surface tension in a variety of ways, by varying temperature [10], by modifying surface chemistry [11], by actively changing surface roughness [12], and by applying electric fields [13–15], and all of these techniques can be used to control fluid flow on the micro-scale. Figure 2 shows a liquid drop of water on top of a dielectric layer. An applied voltage between an inserted wire and an electrode underneath the dielectric layer reversibly changes the shape of the droplet.

The change in the water droplet shape is caused by a competition between electrical and surface tension energies. Teflon is a hydrophobic material and, when there is no applied voltage, the liquid water droplet beads up to minimize the area of the water/teflon interface. When a voltage is applied, the water acts as a good conductor, and the silicon dioxide (\( \text{SiO}_2 \)) dielectric
material immediately underneath the liquid/gas interface is polarized. The system electrical energy scales as this polarized volume and is at a minimum when the water/teflon area is maximal. Thus the surface tension and electrical energies compete—as the voltage is increased the electrical contribution becomes successively stronger and the water droplet spreads [16]. This competition creates the actuation forces and determines the equilibrium shape of the liquid. Droplet dynamics depend on how the actuation forces and the loss mechanisms found at the liquid/gas interfaces (hysteresis and contact line pinning) drive the low Reynolds number, two-phase, fluid dynamics. Equilibrium and dynamic modelling results are discussed in Section 2.1.

Figure 3 shows how the competition of surface tension and electrical energies can be used to move a single liquid droplet using a ground and two active planar electrodes. The droplet will move preferentially in the direction of the applied voltage. This is the principle behind the electro-wetting-on-dielectric (EWOD) lab-on-a-chip system developed by CJ Kim at UCLA [13] (also see References [14,15,17,18] for other examples of electro-wetting systems). The EWOD system consists of an \( n \times m \) array of individually addressable electrodes. The system can steer multiple droplets along independent trajectories by turning on successive electrodes in the right sequence. It can split droplets by pulling on either side using three electrodes with an on/off/on

Figure 2. (a) Electric-field induced change in the contact angle of a droplet of deionized, distilled water (pH 6.5) on 500 Å Teflon AF coating a 1200 Å thick layer of silicon dioxide. An applied voltage of 30 V between the inserted platinum wire and underlying gold electrode causes the droplet to flatten reversibly. (Figure courtesy of Robin Garrell at UCLA.); and (b) a schematic of the experiment showing the wire electrode, voltage source, hydrophobic teflon layer, and the silicon dioxide dielectric (SiO\(_2\)) layer. The contact angle \( \theta \) and the liquid/solid interface area are also shown.

Figure 3. Illustration of fluid motion induced by an electrical potential applied across dielectric-coated electrodes above and below a liquid droplet. By switching on the voltage at an electrode adjacent to the droplet, the surface tension is effectively lowered locally causing the droplet to move to the right. (Figure courtesy Jeong-Yeal Yoon at UCLA.)
voltage pattern. (It is possible to apply intermediate voltages and doing so may allow finer splitting control.) The system can transport different chemical species: either by having the chemicals mixed into water droplets or by directly actuating alternate liquids. Droplets can be merged via droplet collisions which means that the system can combine reactants and carry out chemical reactions. Finally, the system can mix materials inside droplets by forcing the droplets to execute tortuous paths that create complex flows inside the drops. (Effective mixing is a difficult issue on the micro-scale. On the macro-scale, momentum effects create vorticity and/or fluid turbulence that causes folding and interleaving of the fluid and allows diffusion to quickly complete the mixing process [19]. On the micro-scale, folding and interleaving of fluids must be created artificially: by electro-kinetic instabilities, by grooved surfaces that trip the fluid, or by mechanical moving parts [20–23].)

In summary, the goal of the EWOD system is to replicate the capabilities of an entire chemical laboratory in a small hand-held device [13,24–26]. There are many potential applications of EWOD, and other lab-on-a-chip systems [2,27–29]. Nurses could carry hand-held devices that would screen single drops of patients blood for protein and DNA disease markers in real-time and without the necessity to send large quantities of sample back to off-site laboratories. First responders could be equipped with hand-held or remotely deployable biological and chemical pathogen detection and early warning systems. Microfluidic systems that allow the manipulation of cells, bacteria, and a large number of exceedingly small fluid samples could be used to carry out massive drug discovery trials quickly and with infinitesimal amounts of precious sample materials. And there is a clear and large market for miniaturized implantable sense-and-inject drug delivery systems such as glucose monitoring and insulin injection for type I diabetic patients [4].

2.1. Current status and solutions: EWOD modelling

Modelling is required both to quantify EWOD system design tradeoffs and to enable control synthesis. Our modelling effort has been split into two parts: minimum energy modelling to understand the effect of applied electric fields on equilibrium liquid shapes and fluid dynamic modelling to quantify droplet motion, splitting, merging, and mixing.

To first-order, surface tension can be modelled by assigning an energy to each interface, this energy is given by a material dependent surface tension coefficient times the area of the interface. The electrical energy stored in the dielectric is given by the integral of the electric field dotted with the resulting dipole moment in the dielectric. There is also energy that is stored in the charging source: this energy is always twice the energy of the dielectric but with opposite sign [30]. The equilibrium liquid shape corresponds to an energy minimum of the total surface tension and electrical energies. In Reference [16] we found the equilibrium shape of a single droplet, on a planar surface, for different liquid and solid materials under the action of an electric field. This result was extended to droplets confined in solid geometries of any shape in Reference [31].

Fluid dynamic simulations are necessary to quantify droplet motion. Here we model the bulk liquid via the Navier–Stokes (NS) equations. The continuum assumptions behind the NS equations are still valid because the EWOD micro-meter device length scales are far greater than the mean free path of both air and water molecules. However, the small length scales imply that the convective momentum terms are negligible and so these terms are discarded. The motion of the air around the liquid droplets is also neglected.
We track the location of the moving liquid/gas interfaces by the level set method [32,33] which implicitly defines the liquid boundaries as the zero level set of a scalar function that is convected by the liquid velocity field. The tracking occurs in two spatial dimensions only: the three-dimensional interface is recreated by assuming a circular cross section from top to bottom. This approximation is accurate when the liquid/gas interface spans the vertical distance between the floor and ceiling, it is not accurate at liquid pinch regions where the liquid neck separates away from the top and bottom surfaces. The liquid/gas boundary conditions depend on curvature which involves second-order spatial derivatives of the level set. To limit the buildup of numerical noise, we filter the level set data before the curvature computation and then post-filter the curvature data at each time step. To ensure mass conservation we correct the level set by a small constant value at each time.

The most crucial part of the model is the definition of the boundary conditions at the liquid/gas interface. To match experimental data, we included both the obvious boundary forces due to surface tension effects based on the curvature of the liquid/gas front and the forces due to the EWOD actuation; as well as less obvious boundary forces due to the loss mechanisms of contact angle saturation, stiction (contact line pinning), and contact angle hysteresis. This resulted in a good match between theory and experiment as shown in Figure 4. A detailed description of our fluid model can be found in Reference [34].

2.2. Current status and solutions: EWOD control

The overall goal is precise and robust control of liquid motion inside the EWOD system. Specific tasks include precision splitting of droplets, control for minimal power and time, trajectory generation for optimal mixing, control of bio-particles inside the droplets, and control for environment and system uncertainty. The current EWOD system is controlled by simple open loop schemes. To move a droplet left, an electrode to the left of the droplet is activated; to split a droplet electrodes are activated on either side of the droplet. For now, the desired sequence of droplet motions is pre-programmed. More sophisticated closed-loop control is required for one of the three reasons: to manage uncertainty (grains of dust can interrupt EWOD operation), to improve performance (faster mixing), or to enable tasks that are not possible without sophisticated control (precision droplet splitting).

Any EWOD feedback control system will have both a sensing and a control algorithms component. The sensing task is addressed by implementing a vision detection algorithm to determine the shape of the liquid/gas interface in real time. The algorithm proceeds as follows. First we take a background ‘template’ image of the EWOD device when there is no liquid. Then, at each time step, we subtract the image of the device without liquid away from the current camera image of the device with liquid. This isolates all the pixels that correspond to the visible liquid/gas interface. We then perform Gaussian smoothing to remove image noise and apply standard edge detection techniques [35] to find the location of the interface (Figure 5).

We have not yet addressed the design of feedback controllers for EWOD uncertainty. For example, we have not yet designed actuation algorithms to correct for liquid interfaces that have been disturbed or pinned by grains of dust or other contaminants. However, we have addressed two sub-tasks and have verified the solutions via our simulations.

2.2.1. Steering material points inside and on the boundary of EWOD droplets. Techniques from control theory can be used to steer material points inside and on the boundary of the EWOD
droplets. This is useful because it allows the steering of biological particles, such as cells or bacteria, to specific sensing locations and it allows steering of material points on the liquid/gas boundary. The EWOD particle steering control task is shown in Figure 6: given the current liquid shape (which in the case of Figure 6 corresponds to the shape immediately after a small circular drop and a larger elliptical drop have merged), and the position of four particles (in Figure 6 the particles are located at the roots of the arrows), find the electrode actuation voltages so that all the particles are steered in the direction of the arrows.

The EWOD actuation voltages determine the pressure on the liquid/gas boundary. At low Reynolds number, the pressure inside the droplet is described by Laplace’s equation $\nabla^2 P(\Omega) = 0$.
which is linear. Hence there is a linear mapping between the applied voltages and the achieved pressure gradient field (the forces) at the 4 particles. If there are \( n \) particles to be controlled and the liquid/gas interface overlaps \( m \) electrodes, then there are \( m \) actuation variables available to control \( 2n \) force variables (each particle has an \( x \) and a \( y \) degree of freedom). The problem is over constrained if \( m > 2n \) (as is the case in Figure 6) and is under constrained otherwise.

To find the best possible applied voltages we solve a least squares problem that minimizes the error between the achieved forces and the desired forces. At the next instant in time, the liquid shape changes, there is a new linear mapping between the applied voltages and the forces on the particle, and we then solve this new least squares problem to keep the particles moving along their desired trajectories. We have experimented with different liquid geometries and particle placements and have found that there is a large degree of controllability: if \( m > 2n \) then it is usually possible to steer all the particles along the desired directions. It is not possible to steer the particles when there are too many particles or when the distance between the particles is small compared to the distance to the liquid/gas interface or the distance between the actuators. This heuristic observation is based on the cases we have done, we have not yet characterized the degree of controllability in a more rigorous fashion. Our control scheme has been demonstrated in simulation, as shown in Figures 6 and 7. Validation experiments are now being planned at UCLA.

We now show how the ideas of Figure 6 can be used to steer a single particle inside an EWOD droplet (the steering is demonstrated using the simulation of Reference [34]). As shown in Reference [34], under assumptions relevant to the EWOD system, there is an ordinary linear differential equation that describes the particle accelerations in terms of the pressure gradients at the particles

\[
\begin{bmatrix}
\tau \ddot{x} + \dot{x} \\
\tau \ddot{y} + \dot{y}
\end{bmatrix} = -\gamma \begin{bmatrix}
\frac{\partial P(x, y)}{\partial x}/\partial x \\
\frac{\partial P(x, y)}{\partial y}/\partial y
\end{bmatrix}
\]

(1)
Here $\tau$ is a time constant and $\gamma$ is the non-dimensional parameter defined by the ratio of pressure to viscous forces. An analytic solution to Equation (1) can be derived to give a relation between the future position of the particle and the current value of the pressure gradient at the particle location. Since we know the current particle velocity and the location desired at the next time step, we can find the desired particle acceleration and can therefore compute the pressure gradient $\nabla P(x, y)$ that will achieve the desired particle motion. (For single and multiple particles we solve the least squares problem of Figure 6 to best match the actual pressure gradient to the desired pressure gradient at all particle locations.) Iterating the above procedure at each time step of our simulation, we can make the particle (or particles) follow interesting paths. Figure 7 shows simulation results for steering a single particle around a circular trajectory inside an EWOD droplet.

2.2.2. Control for precise droplet splitting. Based on the particle steering method above, we have also addressed the task of precision droplet splitting. At present the EWOD devices function in open loop: this means that a droplet can be split into 50%/50% with an approximate variation of $\pm 20\%$ (Figure 8). To split a droplet into 82%/18% by volume, we plan to steer two material points on the boundary to meet along a trajectory that bisects the droplet in the correct ratio.
This is a simple way of using the techniques of Figure 6 to achieve precise droplet splitting. The instantaneous droplet shape is available via our real time image processing algorithms as shown in Figure 5.
3. MICRO-FLOW CONTROL FOR PARTICLE STEERING

Our goal here is to create microfluidic devices and control algorithms that will independently steer many particles at once by creating underlying fluid flows that will carry all particles along their desired trajectories. The basic idea is shown in Figure 9: by actuating the vertical electrodes it is possible to create complex and time-varying planar flow fields that can carry many particles at once along independent trajectories. The flow fields are created by electroosmotic forces [36,37] that are described in Section 3.1. In order to carry out the particle steering we combine this device in closed loop with a particle vision sensing system and a feedback controller. To achieve our particle steering results we require the advantages of both microfluidic systems and feedback control. The particles will be disturbed away from their nominal positions by thermal (Brownian) noise, spurious pressure forces (as created by surface tension and
electrolysis at the electrode wells), and electrode actuation errors. These small deviations will be amplified by the spatially complex, time varying flow patterns and the true path of the particles will diverge away from the desired paths. Feedback control is required to continually bring the particles back to their desired paths. Interestingly, in addition to feedback, the physics of fluid dynamics that occurs on the micro scale is also required. On the macro scale, fluid momentum effects create extremely complex fluid flows. It is not mathematically practical to invert the NS equations in order to find the actuator inputs that will create the right flows to carry multiple particles in desired directions. By comparison, micro-flows are more predictable. Specifically, the low-Reynolds limit of the NS equations gives a linear set of equations that can be effectively inverted: we can determine the necessary input voltages that will steer many particles at once in the desired directions.

Figure 10 shows our experimental results for steering a single yeast cell. There are a number of potential applications for this flow control particle steering technology. It will allow the steering of cells, bacteria, and other microscopic objects to sensor locations, into drug packets, and into each other. We are collaborating with Cristian Ionescu-Zanetti and Luke Lee at Berkeley [3] to steer cells for improved microfluidic patch clamping. (Patch clamping is a technique used to measure the electrical resistance of cell membranes which provide information on the behaviour of membrane ion channels whose properties are central to the nervous system and often act as targets for drugs.) The particle steering method can also allow combinatoric biological testing: for a microfluidic system containing many types of cells, bacteria, and drug packets, we wish to steer different cells into different bacteria and then, based on the observed results, steer the outcomes to appropriate drug packets.

Figure 10. A yeast cell steering experiment. Left: Photograph of the microfluidic devices with the cursive ‘UMD’ path super-imposed on the image. The four control electrodes are located outside the figure frame. Right: The actual path of the yeast cell (white dot) in the feedback control experiment. (Figure taken from Reference [46]). The yeast cell is being steered to an accuracy of one micron. Any other cell that is small enough to act as a particle in the flow could also be steered in this way: the type of cell is not important from a flow control perspective.
The particle steering capabilities of our system are similar to the ones that can be achieved by laser tweezers [38–42]. Compared to laser tweezers, our approach has the advantage that the entire system is miniaturizable (the microfluidics, optics, miniaturized camera, and computer processing can be reduced to a hand held size with existing technology or into the size of match box using CMOS on-chip cameras [43]), and we can steer particles that laser tweezers cannot capture (lasers trap transparent dielectric particle with a refractive index greater than the surrounding medium [44] whereas we can steer any visible object). However, our approach does not have the same tens of nanometer positioning accuracy and three-dimensional control that is available with laser tweezers [42].


The microfluidic device of Figure 10 uses electroosmotic actuation [36,37] to create fluid flow. Electroosmotic actuation is routine on the micro-scale. The electric field actuates a thin layer of charges that form naturally at the liquid/solid interface (the amount and sign of the charges depends on the chemistry of the materials). This thin moving layer of charges then drags the fluid by viscous forces. This means that the micro-flow will follow the electric field that is active at the floor and ceiling of the device. In our case, the electric field is uniform in the vertical direction but it has complex patterns in the horizontal \((x, y)\) plane. The resulting micro-flow will exhibit these same complex horizontal patterns (see Reference [45] for details)

\[
\mathbf{V}(x, y, z) = \frac{(\varepsilon \zeta / \eta)}{\mathbf{E}(x, y)} = -\left(\frac{\varepsilon \zeta / \eta}{\nabla \phi(x, y)}\right)
\]

Here \(\mathbf{V}\) is the flow velocity, \(\mathbf{E}\) is the electric field which is uniform in the vertical direction, \(\phi\) is the electric potential as created by the actuators of Figures 9, 10, or 11, \(\varepsilon\) is the permittivity of the liquid, \(\eta\) is its density, and \(\zeta\) is the zeta potential (essentially the voltage) at the liquid/solid interface [36,37].

The floating neutral particles are simply carried along by the flow. Thus the particle positions are convected by \(\dot{\mathbf{P}}_j = \mathbf{V}(\mathbf{P}_j) + \mathbf{w}\) where \(\mathbf{w}\) is Brownian noise and \(\mathbf{P}\) is the vector of particle \(x\) and \(y\) positions. The electric potential is described by Laplace’s equation \(\nabla^2 \phi = 0\) with Dirichlet boundary conditions at the electrode boundaries \(\phi(\partial D_j) = u_j\) where \(\partial D_j\) denotes the liquid/electrode interface location and \(u_j\) is the \(j\)th applied voltage. Insulating Neumann conditions hold at all other surfaces. The solution of Laplace’s equation is linear in the applied voltages so

\[
\dot{\mathbf{P}} = \mathbf{V}(\mathbf{P}, z) + \mathbf{w} = -\left(\frac{\varepsilon \zeta / \eta}{\nabla \phi(x, y)}\right) + \mathbf{w} = -\left(\frac{\varepsilon \zeta / \eta}{\nabla \phi(x, y)}\right) + \mathbf{w} = A(\mathbf{P})\mathbf{u} + \mathbf{w}
\]

where \(A\) is the solution to Laplace’s equation when electrode \(j\) has a unit applied voltage and all other electrodes are at zero voltage, and \(\mathbf{u}\) is the time-varying vector of applied voltages. Note that the velocities of the particles depends on where they are with respect to the electric potential \(\phi(x, y)\). For the same set of voltages, two different particles in two different locations will execute different motions. In summary, the equations to be controlled are linear in the control and nonlinear in the particle positions: \(\dot{\mathbf{P}} = A(\mathbf{P})\mathbf{u} + \mathbf{w}\).

3.2. Current status and solutions: control of particle steering

We have demonstrated steering of one particle experimentally [46] and the steering of many particles at once in simulations that include realistic sources of errors and noise [45]. Recently,
we further demonstrated the steering of four particles at once experimentally and we are now fabricating devices for steering five to seven particles.

Experimental results for single particle steering in a microfluidic cross-channel are shown in Figure 10. The microfluidic device was fabricated by molding PDMS to an SU8 template and then bonding the PDMS to a glass slide. Device geometry consists of a cross-channel actuated by four electrodes. The two channels are 2 cm long, 50 µm wide, and 11 µm deep. The liquid is a pH 9.3 buffer solution composed of distilled water with 5 M concentration of sodium bicarbonate. Here the zeta potential, which measures the strength of the electroosmotic effect, was measured to be 0.145 mV, this means that the maximum applied voltage of 30 V creates a fluid velocity of 3.48 m/s.

The optical system is composed of a Vision-Component 2038 DSP camera and an Axiostar microscope. The real time position of the yeast cell is determined as follows: a previously taken background device image is subtracted from each incoming pixilated camera image, this separates the cell pixels from the background view; the resulting image is now filtered and thresholded; and the centre of mass of each blob in the image gives the current position of the yeast cell or cells.

The control algorithm now commands an actuation to move the yeast cell from its current position to the desired position on the ‘UMD’ path. Each electrode pair corrects for particle position along its own axis independently of the other electrode pair. If the particle is more than five pixels North from its current desired North/South elevation then the North electrode applies +30 V and the South electrode applies −30 V. Once the particle is within five camera pixels a lower 12 V actuation is used. The East/West electrodes work the same way. This algorithm is sufficient to keep the yeast cell within one pixel of its desired trajectory. Under the microscope magnification, one pixel corresponds to a resolution of one micron and yields the single micron tracking accuracy shown in Figure 10. The above single particle control algorithm is simpler than the one used to steer many particles in Figure 11.

Simulated results for multiple particle steering are shown in Figure 11. Here twenty electrodes are used to create complex planar flow patterns that carry all particles along their desired paths. We have been able to demonstrate independent steering of up to ten particles in simulations that include Brownian noise and small sensor and actuator errors. Recently, we have also shown steering of four particles at once experimentally, and we are now fabricating devices that will enable steering of five to seven particles.

We split the multi particle steering control into two tasks: open loop control for path generation and closed loop feedback control to correct for noise and sensing/actuation errors. The open loop control is based on a least squares inversion of Equation (3). Specifically, the velocity of the particles is given by \( \dot{p} = A(p)u \). Our first task is to find the set of voltages \( u(t) \) that will generate a set of velocities \( v_D(t) = p_D(t) \) along the desired particle paths \( p_D(t) \). The least squares solution \( u(t) = (A^T(p(t))A(p(t)))^{-1}A^T(p(t))v_D(t) \) finds the set of open loop control voltages \( u(t) \) that will minimize the 2-norm error between the actual and the desired particle velocities \( ||\dot{p}(t) - v_D(t)||_2 \). However, as stated, the least squares problem is ill-conditioned: even a 2% change in particle positions or velocities will lead to 200% changes in control voltages.

We use singular value decomposition (SVD) modes to condition the least squares problem. The linear mapping from the control voltages to the flow velocity everywhere in the domain is discretized and we decompose the resulting matrix into its SVD modes. The first mode corresponds to the highest flow velocities for the smallest applied voltages, the last mode is the
least effective mode with the smallest, localized flow velocities for the highest voltages—it is these higher modes that create the ill-conditioning. By projecting the least squares problem onto the first $k$ modes, we arrive at a well-conditioned least squares control algorithm. This algorithm was used to generate the open loop results of Figure 11. The number of particles that we can steer at once is fixed by our actuator and sensor accuracy: as we attempt to steer more particles, we have to include more SVD modes, and this amplifies the sensor errors into larger control voltage fluctuations. For realistic system settings of noise and sensing/actuation errors, we can steer about ten particles at once in simulations.

Feedback linearization [47] is used to correct for particle deviations away from the nominal trajectories due to Brownian noise. Let $P(t)$, $U(t)$ be the nominal open loop particle positions and control voltages, and let $p(t) = P(t) + \Delta p(t)$, $u(t) = U(t) + \Delta u(t)$ be the actual particle positions and the actuator voltages applied by the closed loop control system. By using the feedback law $\Delta u = [A^\top(z)][-a\Delta p + [A(P)]U] - U$ where $A^\top = (A^\top A)^{-1}A^\top$ is the pseudo-inverse of $A$, projected onto the first $k$ SVD modes as before, and $a$ is a scalar quantity. This feedback linearization scheme creates globally stable linear dynamics in the particle deviation $\Delta p = -a\Delta p + w$ from the nominal. Closed loop results are shown on the right of Figure 11.

The multiparticle steering problem is solvable because, for any instantaneous placement of the particles, there is a linear mapping between the applied actuator voltages and the particle velocities: the low Reynolds limit of the NS equations yields linear Stokes fluid flow equations. This linear mapping can be inverted, after pre-conditioning by SVD, to find the actuator inputs that will move all the particles in the desired directions at each time. Here the SVD fluid modes are pre-computed but the least squares problem, which depends on the particle positions, is
solved at every time step. The SVD modes have the additional advantage that they show which fluid modes require low actuation energies (are easy to achieve) and which modes require high control energy. Not surprisingly it is not possible to create flow fields that violate conservation of mass, and it is difficult to independently control particles that are very close to each other. Besides this, we have not found any particle configurations that are singular and cannot be controlled. The magnitude of the disturbance noise $w$, which for the non-dimensional formulation is the ratio between the thermal and electrical actuation forces, depends on the temperature, particle size, and applied voltage, but is typically very small (less than one percent, see Reference [45]). As a result, the open loop control effort is much greater than the closed loop corrections.

In terms of experimental demonstrations, there are two key practical concerns that must be addressed. Actuation and sensor errors, as well as errors due to other physical effects (such as spurious pressure forces created by surface tension forces and electrolysis at the electrode wells), must be minimized. The dominant device flow modes must be validated experimentally: although the simulations of Section 3.1 are quantitatively correct, they do not account for all the possible variations that occur in the experiments. We are using micro Particle Image Velocimetry ($\mu$PIV) techniques, the fluid is seeded with visible particles and tracking of the particles reveals the flow field [48,49], to experimentally characterize the fluid flow in our devices.

4. COMMON THEMES AND CHALLENGES IN CONTROL OF MICROFLUIDIC SYSTEMS

There is an overlap between the needs found in micro systems and the tools available in control theory. By definition, micro systems have components with micrometer sizes: this means that it is possible to pack numerous actuators and sensors into tiny volumes. (Yet, in most practical microfluidic systems, the number of actuators per particle, cell, DNA chain, or fluid droplet remains small. The point of miniaturization is, usually, to handle many miniature entities: not to address a small number of macro entities with a large number of small actuators.) Nevertheless, the need to co-ordinate many micro sensors and actuators matches the distributed control capabilities developed by control theorists.

Moreover, micro-systems, especially those that are integrated with centimeter scale human interfaces, have length and time scales that vary over many orders of magnitude. This matches control analysis and design tools that have been created to capture sub-system coupling across disparate length and time scales. Many physical phenomena that are found on the micro scale are poorly understood; plus micro systems that are created at the limits of fabrication resolutions can have significant variations in device geometries; and micro systems typically handle biological materials that can vary significantly from sample to sample. This means that there is a large amount of dynamic, geometric, and parametric uncertainty in micro-systems. The ability to analyse and design for uncertainty is a staple of control theory. Hence there is a clear potential for control theory to make a strong impact in the advancement of micro- and nano-scale science.

We have found that the challenges in control of microfluidic systems are, in chronological order for each new project: identifying interesting applications that may require control; modelling for control; paraphrasing micro control tasks as tractable mathematics
problems; experimental validation; and effectively communicating with fabricators, chemists, and biologists. Of these, the first and last challenges are best handled by continual interaction with colleagues and collaborators in other fields. The other three items are discussed below.

The first, and usually central, task in microfluidic modelling is to determine which physical phenomena dominate in a given system. The answer depends on the system being considered, and the development of appropriate numerical methods can only proceed once this question has been resolved. In the electroosmotic system, the dominant phenomenon is the viscous coupling of Stokes flow with the thin Deybe layer that is driven by electrostatic fields. In the EWOD system there is a competition between surface tension and solid dielectric polarization energies that create the actuation forces, and these then drive the two-phase Stokes flow. EWOD fluid dynamics is further affected by various loss mechanisms. For example, possible phenomena leading to contact angle saturation include: electrolysis, electrostatic/capillary instabilities, ionization of air in the vicinity of the triple line, charge/ion adsorption from liquid to the solid surface, charge trapping, and electrical losses inside non-ideal dielectric materials. It turns out that, in the UCLA EWOD system, contact angle saturation is caused by a small amount of liquid resistance that progressively deprives the solid dielectric of the electric field it needs to effect a continued shape change [16]. Other loss mechanisms, such as contact line pinning and contact angle hysteresis, also had to be understood and included in the boundary conditions of our simulations in order to match experimental data [34].

Paraphrasing micro control tasks as tractable mathematics problems is necessary to provide a link between micro-scale applications and available control techniques. Typically, finding a good way to state the control problem is more challenging than solving the control problem once it has been stated. For example, it is clear that precision droplet splitting under vision sensing is some kind of a feedback control task. By phrasing this question as the steering of two material points by the method of least squares (see Figures 6 and 8) we have provided a link between the practical application needs and a viable mathematical tool. If we had tried to directly control the shape of the entire droplet by using, or extending, current partial differential equation control methodologies, we would have arrived at an extremely complex control algorithm that could not be implemented in real time.

Experimental validation relies on having access to experiments. Micro fabrication technologies are expensive and microscale experiments are delicate and time-consuming (even by the standards of experimental research in general). In principle, a viable strategy for a control theorist is to collaborate with a micro-fabrication laboratory—then the control theorist can focus on control and the micro researchers can focus on fabrication and experiments. In practice, this is a realistic plan so long as the research goals of the control researcher are a subset of the research goals of the micro fabrication laboratory. In order to demonstrate particle steering by flow control, a research topic that to the best of our knowledge is not being pursued by other researchers, we had to fabricate our own devices. The benefit is that we have demonstrated, to the micro-electro-mechanical-systems (MEMS) community, a microfluidic capability that is simply not possible without feedback control.

In order to facilitate further collaboration between control scientists and micro/nano researchers, the author initiated and organized the March 2004 NSF workshop on ‘Control and System Integration of Micro- and Nano-Scale Systems’ [5]. The workshop brought together ninety experts in modelling, control, micro/nano fabrication, and bio-chemical systems for
two days to ‘... identify research areas, to foster inter-disciplinary collaborations, and to recommend future research directions to NSF that will enable control and system integration on the micro- and nano-length scales’. Not surprisingly, the themes and challenges raised at the workshop were similar to the themes and challenges stated above. Specifically, workshop participants outlined the need for micro/nano system integration analysis tools such as reduced order modelling techniques; they identified high-payoff areas for feedback control including fabrication process control, control of atomic force microscopy (AFM) probes, and on-chip MEMS and microfluidic control; and they outlined educational and infrastructure needs including the need for co-advised students, cross-disciplinary faculty, and summer workshops that would expose controls faculty to micro- and nano-scale fabrication issues. The final report from the workshop can be found online at the workshop website [5].

5. CONCLUSION

There is an overlap between the research needs in micro- and nano-scale systems and the tools provided by feedback control scientists. Micro systems can have large geometric, parametric, and dynamic uncertainties; micro components are now being combined into sophisticated systems, and the internal and external physical behaviour of micro devices varies over a wide range of length and time scales. This matches control strengths in robust analysis/design, system integration, and modelling across disparate length and time scales. In this paper we discuss two microfluidic systems that can benefit from, and require, feedback control. The first system is the EWOD system developed at UCLA that uses electrically actuated surface tension forces to move, split, merge, and mix liquids on-chip. The second system is an electroosmotic flow control particle steering system developed and experimentally validated in the authors’ laboratory. Based on these two examples and the results of the NSF workshop on ‘Control and System Integration of Micro- and Nano-Scale Systems’, we outline some common themes and challenges as they pertain to the control scientist interested in performing research at the intersection of feedback control and miniaturized systems.

REFERENCES