
Chapter 9
Feedback Control of Microflows

Mike Armani, Zach Cummins, Jian Gong, Pramod Mathai, Roland Probst,
Chad Ropp, Edo Waks, Shawn Walker, and Benjamin Shapiro

9.1 Introduction

Microfluidics refers to fluid flow inside systems whose features range in size from
millimeters to micrometers. This length scale matches the size of biological entities.
Consequently, many microfluidic systems are aimed at biochemical applications and
some of these have now progressed to medical and clinical use. Under development
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and demonstrated biomedical applications include microarrays for rapid analysis of
DNA [1, 2], analysis and detection of proteins [3], monitoring and analysis of cells
[4], and implantable drug injection systems [5].

Creating, or fabricating, microscale and microfluidic systems is a large and
active research area with significant portions of journals (e.g., the Journal of
Micro-Electro-Mechanical-Systems and Lab-on-a-Chip), conferences (Micro-Total
Analysis Systems [μTAS]; Hilton Head Sensors, Actuators and Micro-Systems;
and the MEMS conference), and books [6–8] devoted to it. MEMS fabrication
methods are usually based on lithography – the process of shining radiation (most
easily light) through masks onto photosensitive materials to then etch out or build
up material layers of the system [9]. The wavelength of light (λ ≈ 0.5μm) limits
the minimum size of the features that can be produced in this way, thus the term
micro in micro-electro-mechanical-systems. Shorter wavelength radiation (such as
electron beams) or other fabrication methods (such as controlled atomistic growth
for carbon nanotubes [10] or self-assembly [11, 12]) can enable fabrication of
nanoscale features. Generally, lithography fabrication techniques are grouped into
methods for rigid substrates, e.g., for silicon and glass (e.g., see [9]), versus methods
for polymer materials (soft lithography) [8, 13, 14]. Fabrication often requires deep
expertise and dedicated clean-room facilities with expensive machines for each
aspect of a fabrication process yet, in some cases, it can be achieved by nonexperts
working on a bench top. In fact, there is a spectrum of fabrication capabilities from
one to the other, with the former usually needed for smallest feature sizes, hard
materials, mirror smooth finishes, and high aspect ratio (thin and deep) features;
the latter applying more to soft materials, larger features, and inexpensive (e.g.,
disposable) systems.

The physics inside microfluidic devices is diverse. Even though momentum
effects are usually negligible in microfluidic systems, which means the computa-
tionally complex Navier–Stokes equations [15] reduce to the far simpler (linear)
Stokes equations (see [16–20]), and even though noncontinuum effects are not yet
evident in bulk microscale flows (for example, the mean free path of water is <1nm
[21] which is still negligible compared to ≥1μm device length scales), this does
not mean microscale fluid dynamics is easier to understand, model, or quantify than
macroscale fluid flow. The complexity is just in different areas: it is in the boundary
conditions (the actuation of a fluid by electrically modifying surface tension), in the
mix between continuum and discrete elements (cells or DNA chains undergoing
Brownian motion in a moving continuous bulk fluid), in the complexity of the
bulk fluid itself (in the non-Newtonian behavior of blood), and in the interaction of
hundreds or thousands of different fluid samples on a single chip which microfluidic
systems allow. Even behavior that is simpler on the microscale takes some time
getting used to. Experiments that show that there is no convective (turbulent) mixing
on the microscale, the classic T-junction experiments where a green and blue fluid
enter each of the T inputs and exit the T output as unmixed half green/half blue [22],
are still counter-intuitive even to microfluidic experts. Mixing, which is achieved
naturally on the macroscale, becomes an issue that must be solved artificially on the
microscale [23–25].
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Feedback control is needed in microfluidic applications for the same reasons
that it is required on the macroscale [26–28]: to create new capabilities and to
enable high performance in the face of uncertainty. Microsystems often operate
in largely unknown environments and can have significant geometric, parametric,
and dynamic uncertainty. Outside environments may contain unknown biochemical
species (as in sensing applications where the presence of rare species must be
reliably detected against a background of other common, diverse, and widely
varying species); biological fluid samples have a large degree of variability (urine
samples vary with disease, with hydration, and from patient to patient), and the
characteristics of specific entities inside the samples can vary (cells of the same
type will have different shapes and properties). Device geometric uncertainty is
created by fabrication limits: the wavelength of light limits lithography resolution
to ∼0.5μm, hence devices with 5μm sized features will have a >10% variability in
geometry. Finally, mathematical models that characterize biochemical behavior
(such as models of surface tension boundary conditions, reaction rates, diffusion,
migration, species adsorption, and desorption) contain uncertain parameters and
unmodeled effects. The system design that necessarily relies on these models must
be made insensitive to the errors that they contain. Feedback is required to address
all of these uncertainties and to create robust behavior, enable new tasks, and
improve system performance.

To illustrate results and challenges this chapter includes two broad examples.
The first deals with control of fluid packets on chip using electrically modulated
surface tension forces (in collaboration with UCLA). The second provides results
on steering of individual particles (cells and quantum dots) by microflow control.
In both cases, we show how feedback control can improve performance and enable
new capabilities.

These two examples illustrate common challenges encountered by us, in these
and other projects, and they closely match the challenges encountered by others
(as evidenced by the recurrence of the same issues from chapter to chapter in this
book). Broadly, these challenges are: choice of problem (which need should the mi-
croscale system address?), fabrication (build it), physics (which phenomena occur?),
modeling (describing the physics by equations and then quantifying their solution
by numerical methods), control (problem definition, the more critical aspect, and
subsequently problem solution), experimental verification, and validation.

A thread that runs through all of the preceding aspects is multidisciplinary
communication, or, more accurately, multidisciplinary training and collaboration.
We have found time and again that we can only create working systems once we
have deeply understood the needs, physics, numerics, and experiments for that
application, or, alternately, once each of those areas of expertise is represented in the
research team. Being a controls expert just talking to a MEMS expert or a clinician
is almost always not good enough. The clinician must be willing to become a part
of the team. The reverse is likely also true: being a MEMS expert and talking to
a controls expert is insufficient, rather, the microsystems expert or clinician should
find the right controls person and make him or her a part of the research program.
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9.2 Control for Electrowetting Actuation

Electrowetting refers to the local modification of surface tension by electric
actuation to manipulate liquid droplets on the microscale [29–41] (Fig. 9.1). By
applying electric fields via actuating electrodes, surface tension and electrical effects
compete [29, 42, 43], and this competition can create forces that vary in both space
and time and that can be used to move, split, merge, shape, and mix fluids in
microscale devices. The size of the manipulated droplets usually roughly matches
the size of the electrodes (as shown below), or is larger, to permit each droplet to
contact multiple electrodes and thus be actuated in different directions.

Applications of electrowetting include re-programmable lab-on-a-chip systems
[30, 31], auto-focus cell phone lenses [37] (commercially marketed by Varioptic),
and the development of colored oil pixels for laptop screens and flexible video-
speed “smart paper” [34–36] (under development by Liquavista).

9.2.1 Modeling

Our control design for electrowetting has benefited dramatically from, and in
fact has been permitted by, the system modeling that we have carried out. The
modeling that is needed must be sufficiently rich to capture the basic physics
but sufficiently compact (or, more subtly, in a form that is suitable) for control
design – the models must be useable in conjunction with available control analysis
and synthesis techniques [27, 28, 46, 47]. Modeling is essential and still useful for
our control design even though we work with complex and messy systems that we
know we cannot fully capture mathematically – both because we do not know all
the physics and because each physical phenomena will have aspects (such as the
detailed chemistry of surface tension) which are outside our reach. Feedback allows
us to manage the uncertainty in our models. Essentially, our models must be good
enough to tell us how to actuate to make things better – to push the fluid from where
it is to closer to where it should be. In both the electrowetting example and in the
electro-osmotic flow control that follows, this is sufficient to control the fluid in
dramatic ways and the objects within it to startling accuracy.

Fig. 9.1 An example of electrowetting actuation (schematic). The activated electrode (red pad)
effectively and locally decreases the surface tension of the liquid above it, causing it to move to
the right [44, 45]. (Used with permission. Copyright John Wiley & Sons, Ltd; American Institute
of Physics)
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Fig. 9.2 In the simplest example of electrowetting, an applied voltage changes the shape of a
liquid droplet. The figure shows the induced change in the contact angle of a droplet of deionized,
distilled water (pH 6.5) on 50 nm thick Teflon AF coating a 120 nm thick silicon dioxide dielectric
layer. An applied voltage of 30 V between the inserted platinum wire and underlying gold electrode
causes the droplet to flatten reversibly [44]. (Used with permission. Copyright John Wiley & Sons,
Ltd)

Fig. 9.3 Electrowetting shape change actuation: a competition between surface tension and
dielectric energy. (a) A drop of water on a hydrophilic surface. The liquid/solid energy per unit
area is low, and so the drop prefers a shape with a high (low penalty) liquid/solid area and a lower
(higher penalty) liquid/gas area at its energy minimum (equilibrium). (b) The same drop on a
hydrophobic surface. The contact angle θ and the liquid/solid, liquid/gas, and solid/gas interface
areas are marked. (c) The drop of (b) with voltage actuation. The resulting charged solid volume is
marked by the ± dipoles. Surface tension penalizes the liquid/solid area, but the dielectric energy
in the charged volume (and the voltage source) rewards an increase in this area. The ± charges
in the dielectric lead to a surface charge (here +) at the solid/liquid surface. (A schematic two-
dimensional slice is shown. The figure is not to scale, the solid is very thin)

At the core of electrowetting is a competition between surface tension and
dielectric energy. As noted in the review by Mugele and Baret [29], there is now
a basic agreement that this is the dominant physical cause, and, at equilibrium,
this competition can be quantified either by classical thermodynamics, an energy
minimization, or a force balance electromechanical approach. All of these yield the
same classical Young–Lippmann equation which predicts, to first order, the shape
(contact angle θ , Fig. 9.2) of a single droplet as a function of the applied voltage
[48]. We briefly summarize the energy minimization argument.

Figure 9.3 shows a schematic of the setup and physics for the experiment of
Fig. 9.2. At equilibrium, an un-actuated droplet will minimize its total surface
tension potential energy (the energy due to gravity is negligible on the microscale).
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This energy is composed of the liquid/gas, liquid/solid, and solid/gas interface
energies, each of which is given by a surface tension coefficient times that interfacial
area [49, 50]. In this view, a water droplet on a hydrophobic surface beads up
because its liquid/solid surface tension coefficient is high compared to its liquid/gas
coefficient, and the droplet shrinks its L/S area at the expense of a larger L/G area.

When a voltage V is applied, then in addition to surface tension energy there is
also an electrical energy. If the liquid is conducting, it stores no electric energy, the
applied voltage is transferred to the liquid/solid contact area, and the solid material
underneath the liquid is dielectrically charged (Fig. 9.3c). The solid dielectric energy
scales as the charged volume, which is equal to the L/S area times the (constant)
material thickness. Along with this energy stored in the material, there is also an
energy stored in the voltage source. The total energy now becomes [29, 43, 51]:

U =
(
σLS −σSG − εSV 2/2h

)
ALS +σLGALG, (9.1)

where σXY are the surface tension coefficients, AXY are the interface areas, L, S, and
G denote liquid, solid, and gas, εS is the dielectric constant of the solid and h is its
thickness. This is the new energy that must be minimized by the liquid shape and
it alters the classical Young energy minimum [43, 49, 50] to the Young–Lippmann
minimum [48]:

cosθ =−(
σLS −σSG − εSV 2/2h

)
/σLG. (9.2)

In this way the applied voltage V changes the contact angle θ , i.e., the shape, of the
liquid droplet.

Our interest is in controlling the dynamics of electrowetting, so beyond equilib-
rium, we require models for the fluid dynamics. As stated earlier, our modeling must
capture the essential physics but still be tractable (computationally cheap, of a suit-
able form) for control design. Our prior dynamic modeling efforts [19, 45, 52] have
focused on the UCLA electrowetting system, a planar liquid-in-air electrowetting-
on-dielectric (EWOD) system [30, 31, 39] (Fig. 9.4). (Also see Lu et al. [53].) For
dynamic modeling of EWOD, the critical aspects are the low Reynolds number fluid
dynamics of the bulk liquid (water, glycerine, etc.), the liquid/air boundary condi-
tions, numerical methods for tracking the moving liquid/air interfaces and enforcing
appropriate boundary conditions, as well as incorporating loss mechanisms such as
contact angle saturation, contact line hysteresis and pinning/de-pinning which limit
system performance [29].

We model the bulk fluid flow by simplifying the Navier–Stokes equations.
The continuum assumptions behind the NS equations remain valid because the
micrometer device length scales are still far greater than the mean free path of
both air and water molecules [16]. Because we are modeling the flow of water or
glycerine, incompressibility and Newtonian fluid assumptions also hold [15]. At low
Reynolds numbers, for flow of liquid surrounded by air between two narrowly
spaced plates (Fig. 9.5), the Navier–Stokes equations reduce to the Hele-Shaw
equations [54,55], with a pressure boundary condition given by the Young–Laplace
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Fig. 9.4 The UCLA EWOD system. (a) Schematic. (b) Cross-section view [19, 45]. (Used with
permission. Copyright IEEE, American Institute of Physics)

Fig. 9.5 Liquid flow in a
Hele-Shaw cell: the fluid
velocity field is assumed to
have a quadratic profile in the
z-direction [19]. (Used with
permission. Copyright IEEE)

relation at the liquid/gas interface. Thus the two-dimensional fluid equations inside
(the possibly many) droplets actuated by EWOD are given in nondimensional form
as (see [19, 45, 52] for details):

α
∂
⇀
u

∂ t
+β

⇀
u +∇p = 0, in Ω

∇2 p = 0, in Ω, (9.3)

where Ω is the domain of the liquid,
⇀
u is the two-dimensional vector velocity field

(in the plane of the device), and p is the pressure. The nondimensional constants α
and β depend on the fluid parameters and the geometry of the device:

α =

(
ρLU0

μ

)
Ca, β = 12

(
L
H

)2

Ca, Ca =
μU0

σLG
,

where ρ is the fluid density, H is the height between the parallel plates, L is the
planar liquid length scale (e.g., the pitch of the EWOD electrodes), U0 is the velocity
scale, μ is the dynamic viscosity, Ca is the capillary number (the ratio of viscosity
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versus surface tension forces), and σLG is the surface tension coefficient of the
liquid/air interface. The time derivative term in (9.3) is nonstandard, usually it is
negligible in microflows, but it is included here because fast actuation of the EWOD
electrodes can lead to an imposed fast time-scale making local momentum effects
(the ∂

⇀
u/∂ t term) appreciable. The convective momentum term (

⇀
u ·∇)

⇀
u in the

Navier–Stokes equations remains negligible even with fast EWOD actuation (see
[19] for details) and so does not appear in our model. Crucially for control design
(see the next section) this means the bulk fluid equations are linear from pressure to
velocity.

Boundary conditions at the liquid/air interface drive the bulk flow. These
conditions include surface tension, electrowetting actuation (which is really a
competition between dielectric and surface tension energy as described above but
effectively acts at the liquid/gas interface), electrowetting loss-phenomena (such
as contact angle saturation), and pinning and de-pinning of the triple line (the
moving liquid/gas/solid interface). A portion of these effects can be written in a
straightforward way, in particular surface tension [49, 50] and ideal electrowetting
actuation [29, 48] have standard descriptions, but interface loss-phenomena, such
as contact angle saturation and triple line pinning, are subtle, depend on fine scale
physics and chemistry, vary from system to system, and remain the subjects of fierce
debate.

Surface tension creates a pressure jump across curved interfaces [49, 50], this
pressure jump is quantified by the classic Young–Laplace relation [55]:

Δp̃ = σLG(κ1 +κ2), (9.4)

where κ1 and κ2 denote the principal curvatures [56] (we have written this equation
in dimensional form). In the planar EWOD devices, we can take the principal
curvatures to have one direction in the plane of the device and the other along
the channel height. After nondimensionalizing and setting the arbitrary outside
reference pressure to zero, the nondimensional pressure just inside the liquid/air
interface is given by [19]:

p = κ +
L
H

κz, on Γ (9.5)

where p = Δp̃/ΔP0, κ is the curvature of the liquid/air interface in the plane (the
xy curvature), κz is the curvature of the interface in the vertical z-direction, and
ΔP0 = σLG/L is the dimensional pressure scale.

Electrowetting actuation modifies the pressure of (9.5) by bending the interface –
it changes κz. For a small vertical gap H, which allows us to assume that the
liquid/air interface is circular in the vertical direction, there is a direct geometric
relation between κz and the local top and bottom contact angles θt and θb. In the
UCLA devices, electrodes are placed on the bottom and so it is θb that is actuated –
whenever an electrode is turned on the local contact angle above it decreases (the
liquid spreads out). For applied voltages that cause small or medium changes in
contact angle, the relation between the cosine of the angle and the applied voltage
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is quadratic ((9.2), the Young–Lippmann relation). But relation (9.2) does not hold
indefinitely, at some point further increasing the actuation voltage brings into play
non-ideal phenomena that prevent a further decrease in contact angle – this is known
as contact angle saturation and is one of the fundamental limits of electrowetting
performance. Causes of contact angle saturation are under debate, they vary from
system to system [29], and they are difficult to predict from first principles. Thus, in
our modeling, we have quantified the relation between the applied voltage V and the
resulting contact angle θ (V ) by fitting to experimental data for the UCLA system
(see [19, 45]).

In addition to contact angle saturation, there is also contact line pinning. Line
pinning is the phenomenon that prevents droplets from sliding down a vertical
window pane, it can oppose gravity at zero velocity, its force is not proportional
to a fluid shear, and it is, therefore, not a viscous effect per se. Rather, it is a
kind of molecular adhesion that occurs at the triple contact line of the droplet
[57]. In electrowetting devices it can prevent droplets from returning to a perfectly
circular shape when electrowetting actuation is turned off, which is what they would
do under surface tension in the absence of pinning. Like contact angle saturation,
the physics of contact line pinning is complex and under debate. It is often modeled
by fine scale atomistic simulations which are too computationally expensive to be
included in models for control. Recently, we proposed a modeling paradigm that
includes a simple description and can numerically track pinning [45] but we have
not yet carried out control studies for this new modeling capability.

Solving the bulk flow equations with the boundary conditions above (equation
(9.5)) yields a flow velocity at each time, and this flow velocity convects the fluid/gas
interface Γ as follows. For each point

⇀
x on the interface:

∂
⇀
x

∂ t
=

⇀
u(

⇀
x ) =

[
⇀
u (

⇀
x ) · n̂(⇀x )

]
n̂(

⇀
x ), (9.6)

the velocity of that point is given by the flow velocity at its location. However, since
the change in droplet shape is due only to the normal component of the velocity, the
second form in (9.6) is also correct, where n̂ is the unit outward normal.

To summarize the model, the planar bulk fluid dynamics of the liquid is described
by (9.3), the air is ignored, and the liquid/air boundary conditions that drive the bulk
flow are given by (9.5). Here κz depends on the voltage applied at the electrode
underneath that portion of the interface and its dependence on that voltage is
identified from experiments. This gives a complete set of equations for the pressure
and fluid velocity at each time. The fluid velocity then updates the shape of the
liquid by (9.6).

A sound numerical implementation of this model is difficult. The hard part
is good numerical tracking of the moving interfaces, which move quickly and
undergo topological changes (split and merge events), and accurately computing
and applying interface boundary conditions. In particular, surface tension boundary
conditions require a clean and robust computation of interface curvature: this
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involves a second derivative in space and can lead to large numerical noise if not
handled correctly. In our first numerical implementation, we tracked interfaces by a
level-set approach [19]. The level-set method implicitly tracks the liquid boundaries
as the zero level-set of a scalar function defined on the plane [58–60]. This function
is convected by the fluid velocity and so deforms and changes shape – its zero level
corresponds to the liquid/gas boundary. In level-set approaches there are issues with
computing curvature and enforcing mass conservation. Using an explicit calculation
of curvature requires restricting the time-step to be less than the square of the mesh
spacing, which can be expensive [58,59]. Computing the curvature implicitly can be
done in the level-set framework [61] but is more expensive. Mass conservation is an
issue because the standard level-set schemes are not globally conservative, thus they
tend to lose mass over the course of a simulation [58,62,63]. This can be alleviated
by other techniques [64–66] but they further complicate the method.

In our more recent work [45,52,67], we use a variational front-tracking approach
that represents the interface explicitly and solves the underlying PDEs using a
variational formulation which is discretized by a finite element method. Our new
method has the advantage that it is globally conservative, so mass conservation
is not an issue. Here we discretize curvature using a semi-implicit method that
is straightforward to implement in our variational approach. In this new method
we have to deal with distortion of the underlying finite element mesh and this is
especially important in the case of topological changes. But we handle this by a hy-
brid variational front-tracking level-set approach that is able to take explicit meshes
through a pinching/merging event without too much computational overhead [67].
The primary advantage of the level-set method is enabling topological changes and
we use it in this way only when we need it (i.e., only where and when a pinch
or merge event occurs). Another advantage that our variational approach has is in
modeling and computing the effects of contact line pinning which we describe in
detail in [45]. Our contact line pinning hybrid method uses a variational inequality
to capture the pinning effect – it is not at all obvious how this could be implemented
in a pure level-set framework.

Our numerical models evaluate in minutes on a laptop computer and accurately
capture behavior observed experimentally in the UCLA EWOD systems. Figure 9.6
shows a representative sample of results (taken from [45]). Our models are fast yet
accurate; this makes them amenable to the control design discussed next.

�
Fig. 9.6 A sample of comparisons between our EWOD model and experimental data from UCLA
(from [45]). In all panels, the simulated interface is the solid curve (white for free, gray for locally
and transiently pinned), and the experimental interface is visible as a thin line that is sometimes
motion blurred. The numbers show the voltage applied at that electrode pad. The view is from the
top through the top transparent electrode of Fig. 9.4. From top to bottom: (a) drop being split into
two, (b) two drops joining into one, and (c) a drop being moved along a complex path. The model
includes a simple force–threshold contact line pinning description that enables us to capture, to a
degree, the final noncircular pinned shape of the droplet [45]. (Used with permission. Copyright
American Institute of Physics)
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Fig. 9.7 Existing (move, split, join, and mix) capabilities of electrowetting devices are shown
schematically above (see [24,30,40,68–71]) alongside the new particle steering capability enabled
by the control methods described next. The view is from the top. Shaded circles represent droplets
of liquid. Squares are electrodes where the dotted hatching indicates the electrode is on. Directed
lines specify the direction of motion. The multishaded droplet shows the diffusion and mixing of
two chemicals, here mixing is enhanced by the fluid dynamics created inside the droplet due to its
imposed motion [72]. (Used with permission. Copyright Royal Society of Chemistry)

9.2.2 Control

Current electrowetting systems use simple control scripts but can already perform
the key operations outlined in Fig. 9.7 – they can move, split, and join fluid droplets
and effectively mix chemicals inside them. Feedback control can improve precision
and robustness and our specific results below could enable manipulation of individ-
ual particles within single EWOD droplets – a new capability for electrowetting.
The control algorithms presented next are based on the EWOD model developed
above ((9.3) through (9.6)) but without contact line pinning.

9.2.2.1 Control for Particle Steering

Steering of multiple particles inside EWOD driven droplets, using actuators al-
ready available in standard EWOD devices, requires more sophisticated control
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of the electrode voltages. The voltages directly influence, through the boundary
conditions, the pressure gradient field inside the droplet (see (9.5)). Hence, by
manipulating the voltages, we can control the fluid flow fields (9.3), and thereby
control the velocities and positions of particles inside the liquid droplets. We con-
sider neutral (uncharged) particles that are simply carried along by the (vertically
averaged) planar fluid flow. Thus a particle at the location (x, y) will simply follow
the velocity of the fluid at its location:

ẋ = u(x,y), ẏ = v(x,y), (9.7)

where (u, v) is the flow field from (9.3) and the dots denote derivatives with respect
to time. Therefore, our control problem is to find electrode voltage sequences that
create temporally and spatially varying flow fields that will carry the target particles
along their desired trajectories.

The control problem described above is a trajectory-tracking problem: we seek to
find the control inputs that will cause the system (in this case the particle positions)
to follow a desired trajectory. A naı̈ve inspection of the equations of motion,
especially (9.3) for the particle dynamics, would suggest that the control problem
is standard in linear control theory and that a linear quadratic regulator (LQR)
tracking controller [73] could be used. However, the particle motion depends on the
droplet shape and on the number of electrodes that the droplet overlays at any given
moment. This information is not known a priori, which means that an LQR approach
cannot be used. For this reason, we do local estimation and control at each time-
step of our simulation using a least-squares framework to compute the necessary
pressure boundary conditions, and then find the electrode voltages that will achieve
these boundary pressures. Any particle deviation from the desired trajectory that
may arise from thermal fluctuations, external disturbances, and actuation errors is
corrected using feedback of the particle’s position. Figure 9.8 gives a diagram of the
needed closed-loop feedback architecture.

For a single particle, the control algorithm would proceed as follows:

1. Initialization: represent trajectory as a set of points connected by straight lines.
2. Find the particle position and the location of the droplet boundary.
3. Find the closest trajectory point to the particle.
4. Set the particle’s desired direction of motion to be toward a nearby next trajectory

point.
5. Solve a least-squares problem for the necessary voltage actuation to induce a

pressure gradient field that will move the particle along the desired direction of
step 4.

6. Apply control voltages, solve for the resulting pressure and fluid velocity, and
update the position of all the particles. Advance to the next time-step of the
simulation. Go back to step 2 and iterate.

The control algorithm details are described next.
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Fig. 9.8 Particle steering closed-loop feedback control architecture. (1) The EWOD device will
be observed by (2) an image system (a microscope/camera or an on-chip contact imager) which
transmits information to (3) a computer or chip that contains (3) an image processing algorithm to
identify droplet shapes and the location of the particles and a control algorithm that computes the
actuator voltages that will move the particles from where they are to where they should be, and
(4) these actuation voltages are then applied on the EWOD device. The loop would repeat at each
time step to steer the particles along their desired trajectories. The zoomed top view of the EWOD
device shows a single droplet with one particle floating inside. The curvy line indicates the desired
path of the particle. In our simulated control algorithm, we sample the trajectory by many points
(only seven points are shown here; see the numbered stars 1–7)

Algorithm Initialization

We represent the desired trajectory curve for each particle as a fine sampling of
points connected by straight lines. The points are indexed in the order in which
the particles should follow them (i.e., the trajectory is parameterized; see Fig. 9.8).
Complicated trajectories are broken up into separate segments for ease of particle
tracking. For simplicity, only one particle and trajectory is considered in the
following sections. Simultaneous multiple particle steering is discussed in the least-
squares step.

Particle Position and Droplet Boundary Sensing

We need to know the shape and position of the droplet as well as the position of
each particle in order to apply our control algorithm. At the beginning of each time
step, we obtain the position of the particle and the location of the droplet boundary
using feedback through a vision system (see Fig. 9.8). The issues of integrating a
vision system with an EWOD device are not considered here. For the purposes of
this chapter, the particle positions and droplet shape information are taken directly
from the simulation.
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Compute the Desired Direction of Particle Motion

Next, the desired direction of motion for the particle is chosen to be a unit vector
that points from the particle’s current coordinates toward one of the trajectory points.
Since maximum forcing of the pressure gradient is used to drive the particle in the
desired direction (see Fig. 9.10), it is necessary to choose a trajectory point that is
just out of reach of the particle for the current time step. Otherwise, it is possible
that the particle could overshoot trajectory points and trace out an unwanted zigzag
path around the trajectory.

Hence, we find the target trajectory point by first finding the closest trajectory
point to the particle. Then, using the trajectory parameterization (i.e., the index list;
see Fig. 9.8), we look ahead after the closest point and choose the target to be the
first trajectory point that is at least one grid spacing away. This ensures the particle
will move forward along the trajectory. It also guarantees that the target point is out
of reach because the time steps of our simulation are chosen by the CFL criterion
[74], which says that no particle can move more than a grid step at each time-step.
If the closest trajectory point is the last point of the trajectory, then the particle aims
for the last point.

For a self-intersecting or extremely curvy trajectory, it is possible that the particle
could become stuck in a loop and not travel the entire trajectory. We resolve this
issue by breaking the trajectory into smooth segments that do not intersect and only
allow the particle to see one segment at a time. As a result, the particle follows
one piece of the trajectory until it reaches the end, where our algorithm switches to
the next segment. Therefore, without loss of generality, we assume in the following
subsections that the trajectory consists of just one segment.

The forcing of the particle is created by the pressure gradient. And the desired
unit vector discussed above determines the direction of forcing. This unit vector is
used in the next section to calculate the pressure boundary conditions needed to
realize the pressure gradient that will move the particle in the desired direction.

Least-Squares Solution of the Required Pressure Boundary Conditions

Figure 9.9 shows a top view of a sample droplet in the EWOD device containing a
single particle. The current drop shape overlaps four electrodes; hence four actuators
are available to move the single particle. In each of the four cases, only one electrode
is on; the rest are off. The arrows inside the droplet show the fluid flow for each of
the four voltage actuations. The black dot represents the particle with a thick arrow
indicating the negative direction of the pressure gradient at the particle location (note
that the fluid flows opposite to the pressure gradient).

Our algorithm centers on the idea of taking the right linear combination of
pressure gradients in Fig. 9.9 to make the particle (or particles) move in the
direction(s) we want at a particular time step. This will directly correspond to finding
the right combination of electrode voltages at every time step to realize the desired
particle motion (or motions).



284 M. Armani et al.

Fig. 9.9 Linear combination of pressure gradients for a single droplet overlaying four electrodes
(small dashed squares). The diagram above shows a droplet in an EWOD system with four different
instances of voltage actuation. In each instance, only one of the four electrodes is on. The particle
floating inside the droplet (black dot) has a thick arrow indicating its direction of motion for each
single electrode actuation. These arrows actually represent the opposite direction of the pressure
gradient when a unit pressure boundary condition is set on the thick curve that overlays the shaded
electrode, with zero pressure boundary conditions everywhere else. The thin curvy arrows show
the fluid flow inside the droplet. Since the pressure equation (second equation in (9.3)) is linear, we
can make the particle move in any desired direction by taking an appropriate linear combination of
the four possible boundary conditions given above [72]. (Used with permission. Copyright Royal
Society of Chemistry)

First, given the current droplet configuration, we solve the pressure equation
in (9.3) for the pressure field inside the droplet for a single active electrode. The
pressure boundary conditions are defined to be one on the droplet boundary that
lies over the active electrode and zero everywhere else (see Fig. 9.9). From the
pressure solution, the pressure gradient at each particle’s position is computed. After
repeating this for each electrode, we obtain a matrix of pressure gradients:

G =−

⎡

⎢
⎣

∇P1(x1,y1) · · · ∇PN(x1,y1)
...

. . .
...

∇P1(xm,ym) · · · ∇PN(xm,ym)

⎤

⎥
⎦, (9.8)

where (x j, y j) are the coordinates for the jth particle. Each column of pressure
gradients ∇Pk(x j, y j) in the matrix corresponds to a single active electrode; each row
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to a single particle. The total number of particles is m and the number of available
electrodes is N. The minus sign accounts for the direction of particle motion.

Next, given the desired pressure gradient at each particle’s location in the droplet,
we wish to find the appropriate boundary conditions to realize it. Since Laplace’s
equation for the pressure in (9.3) is linear regardless of the droplet shape, solutions
for single active electrodes can be combined linearly to obtain the pressure gradient
field due to many active electrodes. This reduces our problem to solving a linear
system:

Gα = b, α =

⎡

⎢
⎣

α1
...

αN

⎤

⎥
⎦, b =

⎡

⎢
⎣

∇PD(x1,y1)
...

∇PD(xm,ym)

⎤

⎥
⎦, (9.9)

where ∇PD(x j, y j) is a 2× 1 vector representing the desired pressure gradient at
the jth particle and α is the vector of boundary values that will achieve b. We set
∇PD(x j, y j) equal to the unit vector that represents the desired direction of motion
for the jth particle. If 2m ≥ N, the number of particle degrees of freedom is greater
than the available actuators and (in general) (9.9) cannot be solved exactly. Then, a
least-squares solution is needed to obtain the best fit of actuations α . Otherwise, it
is a pseudo-inverse problem, which has a solution as long as the matrix G has full
row rank [75].

We solve (9.9) for α using singular value decomposition (SVD) [75]. In addition,
each component of the solution vector must be made to satisfy an inequality
constraint:

αmin ≤ α j ≤ αmax, 1 ≤ j ≤ N, (9.10)

where αmin and αmax are the minimum and maximum values that the pressure
boundary condition can be for any electrode. These constraints come from the
limitations of varying the contact angle (i.e., contact angle saturation). Hence, αmin

and αmax are related to the maximum and minimum contact angles achievable in
the EWOD device. In order to satisfy (9.10), we take the solution α to (9.9) and
transform each of its components so that the full dynamic range of boundary forcing
is utilized (see Fig. 9.10).

With this new transformed α , we know what the pressure boundary values
should be to realize the desired pressure gradient field. But it is not possible to
exactly enforce α because we cannot directly control the planar curvature term κ
in (9.5). For a circular droplet, the planar curvature term is constant and has no
effect on the pressure gradient field [76]; hence, it can be ignored. Using (9.5),
it is straightforward to compute the contact angles needed to implement α . For
noncircular droplets, we still use the same procedure. It is not reasonable to use the
planar curvature term in our control algorithm because it involves 2nd derivatives of
data that cannot be accurately measured in experiments [77]. Instead, we view it as a
small error to the desired directional forcing of the particles. This error grows as the
droplet deviates from being a circle. This is not a problem for particle steering for
two reasons. First, the linear transformation of the boundary conditions in Fig. 9.10
ensures maximum forcing of the particles. Thus, the relative magnitude of the error
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Fig. 9.10 Linear transformation of boundary conditions. An example of satisfying the boundary
condition constraints is shown above. On the left, the components of the solution to (9.9) are plotted
with the maximum and minimum constraint bounds denoted by dashed lines (see (9.10)). On the
right, the components have been linearly mapped to enforce the constraints. This introduces a
scaling factor into (9.9), which affects the magnitude of the pressure gradient b vector (i.e., the
magnitude of the force acting on the particles). In effect, this causes the particle to be forced as
much as possible in the desired direction – it imposes a limit on the maximum velocities that can
be applied

due to the xy planar curvature is minimized. Second, any particle trajectory tracking
errors that may occur are corrected through our feedback system (see the numerical
simulations in the next section). However, the planar curvature does limit the type
of trajectories that the particles can follow and this is also discussed in the next
section.

Finally, the electrode voltages needed to actuate the contact angles corresponding
to the pressure boundary vector α are computed by inverting the curve-fitted data of
the contact angle versus voltage function θ (V ).

Apply Voltages, Update Particle Position, Advance to the Next Time-Step

Our simulation advances to the next time step after using the voltages computed
above to solve for the induced pressure and velocity fields. The velocity field is then
used to update the position of the particle (see Fig. 9.11). The scaling described in
Fig. 9.10 ensures the particle will be forced as fast as possible along the desired
direction. Our algorithm runs by repeating this process for each time step.

Multiple particle steering is easily handled by applying the above discussion to
each particle and its respective trajectory. The only change is that the linear system
above has more rows to accommodate the extra particles. If the number of electrodes
is limited, then this can adversely affect the controllability we have. In a single
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Fig. 9.11 EWOD particle steering control algorithm update. The droplet configuration from
Fig. 9.8 is shown in the diagram above. The direction of motion for the particle is toward the
trajectory point that is just out of reach for the current time-step. This control strategy ensures the
particle will move as fast as possible and stay close to its desired trajectory. On the left, the shaded
electrodes contain the voltages needed to move the particle in the desired direction. These are
computed by the least-squares solution discussed above and by the inversion of the contact angle
versus voltage curve-fit θ (V). The varying voltage grid induces a pressure gradient field inside
the droplet such that the pressure gradient at the particle is pointing along the desired direction of
motion. This moves the droplet and particle along the trajectory to the next time-step

small droplet, a single particle can be made to track interesting trajectories as long
as the droplet overlaps enough electrodes (see Figs. 9.12 and 9.13). Also in a small
droplet, two particles can be controlled for simple trajectories as shown in Fig. 9.14.
For more than two particles in small droplets, all but the simplest trajectories (i.e.,
straight lines) cannot be tracked. This is a consequence of the number of actuators
(N, which is typically around four for small droplets that only touch neighboring
electrode pads) needing to exceed the number of particle degrees of freedom (2m)
for the inverse problem to have an exact solution. For larger droplets that overlay
more electrodes, control of more particles should be feasible.

9.2.2.2 Simulation Results and Discussion

In this section, we present some results that demonstrate basic electrowetting
particle steering control using our experimentally validated simulations. A 3× 3
electrode grid is used to actuate and control the droplet and each square electrode
is 1.4 mm on a side. We present four cases that are controllable and three cases that
are not and then discuss the possibilities and limits of our method. The voltages
generated by our algorithm are reasonable and are within the limits of the UCLA
device discussed in [39].
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Fig. 9.12 Particle following a figure “8” path. In the simulation results above, we have a droplet
(denoted by the thick black curve) lying on a 3×3 grid of electrodes (denoted by the dashed lines).
The blue dashed curve is the desired figure “8” path and a black dot represents the particle with
a thick red arrow pointing in the desired direction of travel. The red curve is the actual path of
the particle. The black arrows inside the droplet denote the fluid velocity field inside the droplet.
The voltages on the grid are time varying in such a way as to keep the particle moving along the
path and are computed using the control method above, (9.8)–(9.10) [72]. (Used with permission.
Copyright Royal Society of Chemistry)

Fig. 9.13 Particle following an angular path (same format as in Fig. 9.12). The particle is able to
track the trajectory very well, including at the corners

Controllable Cases

Figure 9.12 shows a droplet moving in a way that makes a particle floating inside
follow a figure “8” path. A circular droplet starts on the center electrode with a
particle resting in the center of the droplet. The blue dashed curve represents the
desired trajectory, which is made up of a fine sampling of points. Two segments
are used to represent the trajectory because of the self-intersection. The voltages
on the electrode grid are actuated using the control algorithm above, which causes
the particle to move forward along the trajectory. For this case, the droplet always
overlaps enough electrodes to allow it to be controlled in a way that keeps the
particle moving on the figure “8” path. The particle never deviates more than
20 micrometers from its desired trajectory.
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Fig. 9.14 Two-particle control: one particle moves on a quarter circle, the other is stationary (same
format as in Fig. 9.12). The stationary particle’s trajectory is a single point. As the particle on the
right follows the circular arc, the droplet distorts to accommodate both particle motions

In Fig. 9.13, a particle is shown following an angular path that is represented by
five separate straight line segments. This is to prevent the particle from rounding
off the corners as it travels along the trajectory. Just as in Fig. 9.12, the droplet
always overlaps enough electrodes to keep the particle on the path, with a maximum
deviation error of 25μm.

An example of two-particle control is shown in Fig. 9.14. One particle is held
stationary while the other moves along a circular arc. The trajectory for the
stationary particle consists of a single point, which ensures that it stays close
to that point. As the particle on the right follows the circular arc trajectory, the
stationary particle oscillates around its desired position to within 10μm. The droplet
itself becomes deformed because of the limited actuators and the restrictive task of
moving one particle and holding another still. This also prevents the particle on the
circular arc from moving past the point shown in the last frame of Fig. 9.14 and
completing the circle.

In Fig. 9.15, we demonstrate particle separation. A droplet starts in the first panel
with two particles spaced 0.31 mm apart. Both particles follow separate diverging
trajectories designed to stretch the droplet and separate the particles. Once the
particles are near the ends of their trajectories (see the third frame), our control
algorithm turns off and we command an open-loop voltage of 25 V on the middle left
and right electrodes and zero volts everywhere else. This causes the droplet to split
into two smaller drops, each of which contains a single particle. The reason for not
using our control algorithm to complete the split is because of numerical instability.
When both particles are in the lobes of the dumbbell shape of the pinching droplet,
the available forcing at the particles’ positions is fairly weak. This would cause the
condition number of the G matrix in (9.8) to degenerate and produce errors in the
least-squares solution. Therefore, we avoid this by commanding open-loop voltages
that we know will split the droplet (see Fig. 9.6a). Also, see Fig. 9.17 for an example
of how this numerical instability can affect particle control.
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Fig. 9.15 Two-particle separation into two satellite drops (same format as in Fig. 9.12). Each
particle first follows a trajectory that takes them away from each other. When there is sufficient
distance between the two particles, our control algorithm turns off and the separation is completed
in the usual way by applying the open-loop voltages used in the experimental splitting example
(Fig. 9.6a) [72]. (Used with permission. Copyright Royal Society of Chemistry)

Uncontrollable Cases

We now show some cases that cannot be effectively controlled. In Fig. 9.16, a
particle is shown trying to track a sine wave path. The particle is able to track the
trajectory very well until near the end where there is a kink in the particle’s path.
The loss of tracking is because the droplet’s shape and position at that moment are
such that the number of available electrodes is very limited. It becomes impossible
to create a pressure gradient field that will continue moving the particle in the
tangential direction of the desired trajectory. Hence, the particle drifts away from
the trajectory by more than 100μm. This situation corresponds to (9.9) having no
exact solution, which means only a least-squares best fit of the desired pressure
gradient can be computed. Eventually, however, the particle is able to reacquire the
trajectory.

Figure 9.17 shows two, initially separate, particles trying to come together and
touch. The desired motion of the particles induces the droplet to try and pinch
together in an effort to have the particles touch. However, when the particles begin
to near each other, the droplet ceases its splitting action. Instead, the droplet holds
the necking region and begins to oscillate up and down. This is because we are
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Fig. 9.16 Particle traveling on a sine wave (same format as in Fig. 9.12). The particle is able to
track the sine wave path until the last time frame where the particle drifts away from the desired
trajectory (see the kink in the particle’s path)

Fig. 9.17 Two particles trying to come together and pinch a droplet (same format as in Fig. 9.12).
The particles travel on two separate trajectories that would, ideally, bring them together. However,
as they come together, numerical instabilities in (9.9) cause random variations in the control
voltages. This causes the droplet to hold its shape and move up and down in an undesirable way

trying to specify two opposite directions of motion at points that are very close
together, which leads to a numerical instability in solving (9.9). As the particle
positions get closer together, the condition number of the matrix G degenerates
causing spurious oscillations in the control voltages. The droplet is unable to bring
the particles together, much less pinch, because of the randomly varying electrode
voltages.

Figure 9.18 shows two particles trying to follow diverging paths. At first the
droplet is able to deform enough to keep the two particles on their respective
trajectories but this quickly fails. The droplet is unable to continue deforming in
a way that keeps both particles on track and moving forward. Since the trajectories
are just straight lines represented by two points each, the control algorithm keeps
the particles moving forward while trying to force them toward the endpoints of the
trajectories. The end result is both particles stay roughly parallel with each other and
are unable to recover their trajectories. This stems from a lack of available electrodes
and the limitations imposed by contact angle saturation.
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Fig. 9.18 Two particles on diverging paths (same format as in Fig. 9.12). Each particle is
attempting to follow separate trajectories, both of which lead away from each other. Due to
limitations of the pressure boundary actuation, and a lack of electrodes, the control algorithm is
unable to keep both particles moving on their respective paths

The limitations of achievable electrowetting particle control arise from having a
small number of electrodes available for actuation and from contact angle saturation.
Moving several particles in different directions requires many degrees of freedom in
adjusting the pressure boundary conditions. As the droplet moves, it must overlap
enough electrodes to allow the realization of the pressure gradient field needed to
push the individual particles along their trajectories. Hence, a finer electrode grid
would allow more precise control of more particles simultaneously (not surprisingly,
it is more challenging to fabricate electrowetting systems with a finer grid of
electrodes). Also, some trajectories will require the droplet to become extremely
distorted and may require it to split into several pieces. To do this, one needs enough
dynamic range in the boundary forcing to overcome the droplets natural tendency to
remain in a circular shape (see the xy planar curvature term in (9.5)). Contact angle
saturation limits the boundary forcing and the degree of droplet deformation, which
can cause controllability to be lost and particles to drift off their desired trajectories
(see Figs. 9.16 and 9.18). In addition, if two particles are very close together, it is
not possible to force them in arbitrary directions. The limits of boundary forcing and
the numerical instability that enters into solving (9.9) inhibit close-particle control
(as in Fig. 9.17) no matter how many actuators are present.

As of today, EWOD devices employ an electrode pitch and are then used to
manipulate droplet of about that size (if the electrodes are made smaller, then smaller
droplets can be used). This means that there are only a few actuators per droplet
and this allows control of only one or two particles per droplet. Nevertheless, it
is both interesting and surprising that existing electrowetting systems already have
enough control authority to steer single particles along complex trajectories and to
steer two particles along simple paths – usually it is assumed that additional types
of control (e.g., laser tweezers, magnetic forces, etc.) are required to control single
particles inside EWOD systems. In our next example, which uses electro-osmotic or
electrophoretic control, it is possible to control particles with more freedom, to do
so to nanometer precision, and to control particles that try to swim away (we control
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swimming bacteria). We also have initial results on three-dimensional control and
controlling the orientation of objects by creating flows with the right amount of
shear at the objects location.

9.3 Manipulating Objects by Flow Control
and/or Electrophoresis

As in macroscale technologies and applications, there is a need to put things
where they need to go (cells into testing chambers or to sensor locations, quantum
dots into photonic cavities), and this is difficult to do on the microscale. We
have developed, and experimentally demonstrated, a suite of techniques based on
feedback control of the surrounding flow and/or electric fields to steer, place, and
hold objects in microfluidic systems. Flow control methods to individually position
and orient micro- and nanoscale objects, such as nanorods, are being demonstrated
next.

Our approach has advantages over laser tweezers and optoelectronic methods
[78–81], which are the current state-of-the-art approaches for manipulating micro-
and nanoscale objects. Our method is simpler and cheaper. We can control any
kind of visible objects in liquid solutions, not only objects with the right dielectric
properties to permit force trapping by optical or optoelectric means [82]. Our
method can be integrated into a hand-held system, and position error correction
is implemented over a large working area instead of relying on particle capture into
a small optical trap [83] thus allowing robust manipulation over a large region. And
our method has a more favorable scaling with object size [84] – optical forces scale
with the volume of the object making it difficult to control very small objects [85],
fluid control forces scale with the object diameter [15] so we get bigger forces more
easily at the nanoscale. Our large control working region has allowed us to steer
and hold swimming bacteria (we continuously bring them back as they try to swim
away) and the more favorable force scaling has allowed us to manipulate single
quantum dots to nanometer precision for as long as they remain visible [84] without
using high power lasers that can damage the particles they are meant to control. Our
method also has limitations compared to optical methods: laser tweezers can control
more particles at once [82] and they can more readily be used to quantitatively
measure particle-to-particle interactions [86, 87] (for us to measure such forces
would require precision inversion of a fluid dynamic model that has uncertainties
in it that will degrade the inversion). Laser tweezers are also routinely used for
three-dimensional manipulation whereas we have only recently demonstrated three-
dimensional control in simulations [88].

Current applications for our method include manipulation of cells on chip for
basis science biology studies and for lab-on-a-chip applications such as sample
preparation (e.g., sorting out cells of interest, such as bacteria, stem cells, or circu-
lating tumor cells, from human samples), and positioning quantum dots on photonic
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crystals for creating multidot quantum information systems [89]. We envision being
involved in many additional applications now that the method is mature and has
been experimentally demonstrated to be flexible, robust, and nanoprecise.

9.3.1 System Setup and Device Fabrication

Our basic system to manipulate micro- and nanoscale objects by flow or electrical
control consists of a microfluidic device, a microscope and a camera to observe
the location of objects inside the device in real-time, actuating electrodes powered
by a digital to analog converter, and a control algorithm on a standard personal
computer (Fig. 9.19). The microfluidic device is made out of a soft polymer
(polydimethylsiloxane (PDMS)) and is fast and easy to fabricate. It can be laid on
top of other devices, e.g., on top of a glass device with patterned chemical features,
on top of a silicon device with other MEMS capabilities, or on top of a photonic
crystal for our quantum dot placement project. Details on system setup are given in
[83]. More advanced capabilities, to manipulate swimming cells, to steer and trap
multiple particles at once, and to place single quantum dots to nanometer precision
on chip are described in [83, 84, 89].

9.3.2 Physics and Modeling

Our system can actuate micro- and nanoscale objects in one of two ways. It can
either move the fluid in the device by electro-osmotic actuation (described next)
to carry particles along, this works for both neutral and charged particles; or, if a
particle is charged, then it can be actuated by an electric field which applies an
electrostatic (Coulomb) force and moves the particle relative to the surrounding
fluid (electrophoretic actuation) [49, 50]. Particles often acquire a surface charge
through weak chemical interactions with the surrounding fluid, for example the
polystyrene beads we used in [83] have a surface charge in water as do the yeast cells
we also controlled. Thus charged particles are the norm rather than the exception
but the amount of charge can vary depending on the chemistry of the object and the
surrounding medium.

Electro-osmotic actuation of flow is routine in microfluidic devices, e.g. [90–
92]. Here an applied electric field electrophoretically moves a thin layer of charges
that form naturally at the fluid/device interface. Typically, these charges are ions
present in the liquid that migrate to the solid/liquid boundary to shield stationary
charges formed there, for example, by weak acid/base chemistry occurring at the
interface (the same type of chemical mechanisms also lead to charge formation on
the surfaces of particles). Which charges (positive or negative) and how much they
accumulate inside the liquid immediately adjacent to the device surfaces depends
on the chemistry of the liquid and solid materials, on the pH, the amount and type
of dissolved ions, surface treatments, and many other factors [93–95]. The electric
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Fig. 9.19 Our flow control system for a single particle. Top: Photograph of the experimental setup,
the flow control device is on the right on top of the inverted microscope which is connected to
a CCD camera. Bottom left: Photograph of a four-channel PDMS on a glass device filled with
blue food coloring to clearly show the microfluidic channels and reservoirs. Each microchannel
is 10 mm long, 50μm wide close to the particle steering intersection region and 300μm wide
otherwise, and 10μm deep. Bottom right: Schematic of the channel intersection and the 100μm×
100μm cell steering control area. The corresponding system closed-loop block diagram is shown
in Fig. 9.21

field applied by the electrodes moves these free charges (the Debye layer) in one
predominant direction. This thin moving layer of charges then drags the rest of the
fluid along by viscous forces, the electro-osmotic actuation (Fig. 9.20). (Charges in
the interior of the fluid do not cause a net fluid motion, since there is essentially an
equal number of positive and negative ions. Only a small fraction of ions of one type
are taken away into the Debye layer. The remaining interior charges create equal and
opposite electrical forces on the fluid in the channel center, their only net effect is to
move through the fluid and heat it.) A more detailed description and analysis of the
physics of electro-osmotic actuation can be found in [49, 50, 96].
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Fig. 9.20 The physics of electro-osmotic actuation. A schematic side view through a microfluidic
channel is shown (the channel wall is on the left side, the flow is being electro-osmotically actuated
up the channel by the applied electric field). The minus signs represent the fixed charges at the
solid/liquid interface, large circles (+ or −) show ions naturally found in the liquid (e.g., in
water). These ions accumulate to shield the surface charges forming a thin Debye layer that has
a predominant charge (here mostly positive, on the left). The electric field moves this layer and it
drags the fluid in the channel by viscous forces. Charges in the interior of the channel (the “neutral
zone”) remain essentially balanced (only a small fraction of the charge goes to the surfaces) and
so they create no net fluid motion effect [96]. (Used with permission. Copyright COMSOL)

In electro-osmotic flow the fluid is dragged by moving charges that are actuated
by the applied electric field. In our planar devices this means that the flow will
follow the electric field that is present at the floor and ceiling of the device. The
electric field we apply is uniform in the vertical direction but it can have complex
patterns in the horizontal xy plane. The resulting microflow will exhibit these same
complex horizontal patterns. It is possible to show this rigorously starting from the
Navier–Stokes equations, as we do in [97], the end result is that the fluid velocity
follows the applied electric field essentially instantaneously (with a microsecond
time constant) [98, 99]. Thus, see also [49],

⇀
V (x,y,z, t) = (εξ/η)

⇀
E (x,y, t) =−(εξ/η)∇φ(x,y, t), (9.11)

where
⇀
V is the electro-osmotic fluid velocity,

⇀
E is the applied electric field which

is uniform in the vertical direction, φ is the electric potential as created by the
actuators of Fig. 9.19, ε is the permittivity of the liquid, η is its dynamic viscosity,
and ξ is the zeta potential (essentially the voltage) at the liquid/solid interface
[49, 50]. Electric fields are governed by Laplace’s equation, the electrostatic limit
of Maxwell’s equations [51], with boundary conditions at the electrodes set by the
voltages that we apply there.
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In the above it is ξ which quantifies the amount of charge that is contained in the
Debye layer. Since this value depends on the details of the surface chemistry and
cannot be predicted a priori, it is usually inferred from experiments by applying a
known electric field and measuring the resulting flow velocity. The chemistry that
happens at the solid/liquid interface is complicated and so the above discussion of
electro-osmotic actuation should be understood as a first order simplified expla-
nation (further explanations can be found in [100, 101]). Although the underlying
chemical principles of electro-osmosis are still not well understood, that does not
prevent us from using it to precisely control microscopic and nanoscopic particles
as we show in the remainder of this chapter.

Neutral particles are carried along by the created electro-osmotic flow. In addi-
tion, these particles experience Brownian motion. When the particles are compara-
ble in size to the channel height, as for example the yeast cells that are ∼5μm in
diameter compared to the 11μm high channels we used in [83], then the channel
floor and ceiling constrain vertical diffusion. When the particles are small, e.g., the
nanoscopic quantum dots, then they diffuse in all three directions. In either case,
we only control their motion in the xy plane leaving their motion to be free in the
z-direction.

Thus, in the plane, the particle positions are governed by
⇀̇
P j =

⇀
V (

⇀
P j)+

⇀
w,

where
⇀
w is Brownian noise and

⇀
P is the vector of particle x and y positions.

The electric potential is described by Laplace’s equation ∇2φ = 0 with Dirichlet
boundary conditions at the electrode boundaries φ(∂D j) = u j, where ∂D j denotes
the liquid/electrode interface location and u j is the jth applied voltage. Insulating
Neumann conditions hold at other surfaces. The solution of Laplace’s equation is
linear in the applied voltages so:

⇀̇
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⇀
V
(⇀

P
)
+

⇀
w =c
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(⇀

P
)
+

⇀
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(⇀
P
)
+

⇀
w = − c

n

∑
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∇φ j

(⇀
P
)

u j+
⇀
w,
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where c = εξ/η is the electro-osmotic mobility, φ j is the solution to Laplace’s
equation when electrode j has a unit applied voltage and all other electrodes are
at zero voltage, and

⇀
u is the time-varying vector of applied voltages. Note that the

velocities of the particles are in the direction of the locally applied electric field
and so depend on where they are with respect to the electric potential φ(x, y). For
the same set of voltages, two different particles in two different locations can be
actuated in different directions. In summary, the equations to be controlled for m
neutral particles are linear in the control and nonlinear in the particle positions,
they are:

⇀̇
P = A

(⇀
P
)

⇀
u +

⇀
w, (9.13)

where
⇀
P= (x1,y1,x2,y2, ...,xm,ym) is the position vector for the planar location of

the m particles of interest and the A matrix contains spatial information about the
electric fields originating from each electrode.
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If the particles are charged then there is an added electrostatic force that also
points with the electric field – either along it for a positively charged particle or
directly opposite it for a negatively charged particle. This can be incorporated into
the A matrix by modifying the mobility coefficient for each particle. Variations
in the electro-osmotic zeta potential and the amount of charge on the particles
can change these mobility coefficients, but the control algorithm is robust to these
variations – the control basically sets the direction of particle motion at the location
of each particle. So long as the sign of the mobility coefficient for that particle
does not flip (a rare occurrence) the control works. To further improve performance,
we usually identify the mobilities of the particles of interest before starting an
experiment by applying a known electric field and observing their resulting velocity
through our vision system. Our particle steering experiments in [83] function to
1μm precision even though the polystyrene particle and cell mobilities in that
case are only known to within ±50%. Our quantum dot experiments show 45 nm
accuracy even though the charge on the QD also varies.

9.3.3 Feedback Control

Figure 9.21 shows the basic control idea for a single particle: a four channel
microfluidic device, an optical observation system, and a computer with a control
algorithm are connected in a feedback loop. The vision system locates the position
of the particle in real-time, the computer then compares the current position of the
particle with the desired (preprogrammed or user input) particle position, the control
algorithm computes the necessary actuator voltages that will create the electric field,
or the fluid flow, that will carry the particle from where it is to where it should be,
and these voltages are applied at electrodes in the microfluidic device. For example,
if the particle is currently South/East of its desired location, then a North/West flow
is created. The process repeats at each time instant and forces the particle to follow
the desired path (see [83, 102] for details).

Surprisingly, it is also possible to steer multiple particles independently using
microflow control [20]. A multielectrode device is able to actuate multiple fluid
flow or electric field modes. Different modes cause particles in different locations to
move in different directions. By judiciously combining these modes, it is possible
to move all the particles in the desired directions. We note here that this kind of flow
control, where we control the fluid so precisely that we can hold or steer multiple
objects at once in different locations, is not possible in macroscale fluid dynamics.
Here we are exploiting the linear nature of the electrostatic equations and Stokes
flow (the nonlinear fluid momentum terms, the “Navier” part, are negligible on the
microscale) to be able to invert the problem to achieve control. We certainly would
not be able to invert a high Reynolds number or turbulent flow in the same fashion
since it would amplify small changes in actuation to large errors in particle motion.

The multiparticle steering control algorithm is more sophisticated than the single-
particle algorithm: its operation relies on inversion of the flow and electric fields
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Fig. 9.21 (a) Feedback control steering approach for a single particle. A microfluidic device with
electro-osmotic actuation is observed by a vision system that informs the control algorithm of the
current particle position. The control algorithm compares the actual position against the desired
position and finds the actuator voltages that will create a fluid flow, at the particle location, to steer
that particle from where it is to where it should be. The process repeats continuously to steer the
particle along its desired path. (b) Four basic flows that can be generated by applying a voltage to
each electrode individually (from simulations). By actuating these four flows together correctly, it
is possible to generate an electrokinetic (electro-osmotic + electrophoretic) velocity at the chosen
particles location in any desired direction to always carry that particle from where it is to closer to
where it should be [83]. (Used with permission. Copyright IEEE)

predicted by the model. An eight-electrode device, as in Fig. 9.22, can create seven
independent electric/fluid modes (one of the eight electrodes acts as ground, or,
equivalently, if the electrodes float, raising or lowering all of them by a constant
voltage does not impact the electric field, so only seven degrees of freedom remain).
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Fig. 9.22 Electro-osmotic microflow modes for an eight-electrode device. The above figure shows
the first, third, fifth, and seventh modes computed from the model stated above (also see [20, 83]).
The two example neutral particles A and B (shown as black dots above) will then experience the
velocities shown by the arrows [83]. (Used with permission. Copyright IEEE)

Four of these seven modes are shown above. The key point is that the different
modes force particles at different locations in different directions (see particles A
and B in Fig. 9.22): by intelligently actuating a combination of modes, we can force
all the particles toward the right locations at each instant in time. Since each particle
has two degrees of freedom (an x and a y position), an eight-electrode device can
precisely control up to three particles (particle degrees of freedom 3× 2 = 6 ≤ 7
actuation degrees of freedom).

In its simplest incarnation, the multiparticle control algorithm works as follows
(details in [20]). We define a desired correction velocity vector between where all
the particles of interest are observed to be versus where we would like them to be at
the current time:

⇀
v correction= k

(⇀
Pdesired −

⇀
Pobserved

)
, (9.14)
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here k is the control gain. Our task is now to choose the voltages at the electrodes
to create a velocity as close to this desired correction velocity as possible. Since, by
(9.13), there is a linear relation between the control and the velocity (we know the
particle positions since the camera can see them), and since this velocity is achieved
essentially instantaneously as soon as we apply the voltages, we can solve a static
linear problem to determine the needed set of electrode voltages. Specifically, as in
the EWOD problem, we solve a least-squares problem to find the set of actuator
voltages that will create velocities at all the particles of interest as close as possible
to the desired correction velocities. The other particles (the particles not of interest)
are actuated in some random way that depends on the electric fields they will see at
their locations. This gives the feedback control:

⇀

u∗ =
[
AT

(⇀
P
)

A
(⇀

P
)]−1
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(⇀

P
)

⇀
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For the case where there are more actuation than particle degrees of freedom
(n− 1 ≥ 2m), the A matrix typically has full row rank (unless two particles are
at the same location) and the above least-squares answer achieves the desired
velocity with minimum control effort (with minimum ‖⇀u‖2) [75]. For cases where
we try to control more particle degrees of freedom than we have actuators, the
experimental performance rapidly degrades to unusable. For example, four particles
(eight degrees of freedom) can be controlled badly by eight electrodes (seven
degrees of freedom, one electrode is ground), but five particles cannot. Since it is
possible to fabricate devices with many electrodes, the real limit to the number of
particles that can be controlled is the condition number of the matrix A as discussed
below.

We pre-compute the electric fields that make up the matrix A ahead of time, this

means we can use a lookup table to determine A for any particle positions
⇀
P seen

by the camera. We then compute the pseudo-inverse (AT A)−1AT in real-time, in
milliseconds, as the control proceeds. It is convenient to carry out this calculation
in the coordinate system of the fluid modes of Fig. 9.22 (the singular values modes
of the matrix A evaluated on a fine grid of points). The dominant (lower spatial
frequency) modes are the ones that are better conditioned: at the higher spatial
modes very high voltages are required to create even small fluid velocities. Thus
we truncate our matrix A onto these first modes and compute the pseudo-inverse
above for that well conditioned matrix. It is in fact this conditioning that sets
how many particles we can control at once. For our experimental image sensing
and actuation errors, we can robustly access just over the first ten or so modes
which means we have been able to control up to five particles simultaneously in
experiments. There are also other issues, such as a limit to the voltage that can be
applied at the electrodes. Too high a voltage causes electrolysis [103], a chemical
reaction that creates bubbles, and must be avoided – this voltage limit depends
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on buffer and electrode chemistry, for us it is around 10 V. We have treated this
actuation limit in two ways: either by turning down the control gain per particle
as we approach this limit or, more rigorously, by phrasing a linear programming
constrained optimization to choose the gain per particle to maximize performance
but not exceed actuator limits. These two approaches both work equally well in
experiments.

Our control works robustly across the entire control region – so long as we
have done the singular value mode conditioning above there are no regions or
combinations of particle locations where we cannot reliably pseudo-invert A. The
only time the inversion fails is if two particles are right on top of each other but we
are trying to move them in different directions (this is physically impossible since
we have to create two different fluid flow directions at the same location). Indeed,
our particles can be controlled very close together – in experiments we have shown
an ability to steer particles to within 8μm of each other.

9.3.4 Experimental Results

9.3.4.1 Control of Single Particles to Micrometer Precision

Experimental results for manipulation of one particle, first reported in [102], needed
only a simple control algorithms (if the particle was North/West of its target, we
created a South/East flow in the entire device) but required solution of practical
issues such as device fabrication, fast and reliable vision sensing, operating in
a regime of reliable electro-osmotic actuation but with no unwanted chemical
reactions (no electrolysis), and prevention of device fouling and particle sticking.
Smoothing out of the control algorithms and optimization of the vision system
enabled us to control single particles, e.g., polystyrene beads and yeast cells, to
single micrometer accuracy (Fig. 9.23). The achieved single micrometer resolution
was set by the 1μm field of view that corresponded to each camera pixel – so we
controlled as well as we could see, to single pixel accuracy. One micrometer also
roughly corresponds to a more fundamental vision sensing limit, the wavelength of
visible light, which sets the absolute minimum on how close two features can be
before they can no longer be distinguished one from the other. We discuss how it is
possible to bypass this sensing limit for particle control in the section on controlling
single quantum dots to nanometer precision.

9.3.4.2 Control of Multiple Particles to Micrometer Precision

Control of more than one particle at the same time requires the more sophisticated
pseudo-inverse control algorithm described previously. Below we show results for
steering three particles at once using eight electrodes, all to 1μm accuracy (again
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Fig. 9.23 Steering of a slightly charged yeast cell along a UMD path. The cell had an approximate
electrophoretic mobility of cep = (−23.3± 6.9)× 10−9m2V−1s−1. By comparison, the electro-
osmotic mobility of our PDMS devices was ceo = (36.5± 3.6)× 10−9m2V−1s−1. Left: Close-up
photograph of the microfluidic devices with the desired cursive “UMD” path overlaid on the image.
Right: The actual path of the chosen 5μm yeast cell (Red Star R© Yeast) (black dot) in the feedback
control experiment. Snapshots are shown at six equally spaced times for each letter. The yeast cell
follows the required trajectory to within 1μm [83]. (Used with permission. Copyright IEEE)

Fig. 9.24 Steering of two fluorescent beads (2.2μm diameter, Duke Scientific) around two circles
while a third bead is held stationary. In the experiment, the fluorescent beads appear as small green
dots on a black background and the device geometry, which does not fluoresce, is not visible. Here,
the white dots are the beads (enlarged), the solid curves are the actual trajectories that the target
beads have traced out (overlaid), and the dashed white curves (also overlaid) show the geometry
of the channels and the particle control chamber. Snapshots are shown at three time-steps. The two
beads are being steered to within an accuracy of one pixel (corresponding to less than 1μm). The
desired paths are not shown because, at this image resolution, they would perfectly underlay the
actual paths. The trapped bead is marked by an arrow, and is trapped by the control algorithm
to an accuracy of better than 1μm. Every time the bead deviates from its desired position, a
flow is created that pushes the bead back toward its desired location [83]. (Used with permission.
Copyright IEEE)

from [83]). We have also demonstrated control of five particles at once but the
accuracy is degraded away from 1μm. This level of control, that it is possible to
actuate multiple objects at once in the interior by actuating a fluid by electrodes on
its boundary, was and is surprising to the microfluidics community. It is a concrete
example, experimentally demonstrated, that shows control theory can enable simple
microfluidic systems to perform complex and precise tasks (Figs. 9.24 and 9.25).
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Fig. 9.25 Steering of three yeast cells (5μm diameter) with small surface charge (electrophoretic
mobility cep = (−23.3±6.9)×10−9m2V−1s−1) around two circles and a “UMD” path. The cells
do not fluoresce. In these images there is no high-pass filter before the camera and the raw images
are shown. The yeast cells are visible as small black dots with a white center (the three target cells
are marked with a white arrow in each image), and the white curves are the trajectories that the
target cells have traced out. The three cells are being steered to within an accuracy of one pixel
(corresponding to less than 1μm) [83]. (Used with permission. Copyright IEEE)

9.3.4.3 Control of Live Swimming Cells

Compared to laser tweezers and optoelectronic techniques [78–81], our technique
has the big advantage that it works over a large control area (as shown in Fig. 9.26).
This means it is easier for us to manipulate swimming cells: every time they swim
away we bring them back (as opposed to moveable trap methods where the bacteria
may exceed the optical forces, swim out of the optical trap, and thus escape its
intended manipulation). So long as our control can correct the location of the
microbe faster than that microbe can swim away it will be effective in trapping and
steering it. Whether this can be done or not depends on both the swim speed of the
microbe and its preferred swim patterns – fast swimming microbes that like to swim
in small circles can be controlled because, even though they swim fast, they do not
swim far away; in contrast, medium speed microbes that swim out in straight lines
in random directions get further away and are harder to bring back. Below we show
initial results for manipulation of medium speed (<10μm/s) swimmers (Fig. 9.27).
We plan to improve our slow control update (every 1/30th of a second) to 300 Hz,
this should allow us to control even fast swimmers.

The target applications here involve preparation of biological samples that
contain moving organisms, e.g., precisely removing motile bacteria from human
samples, steering them to chambers for sensing and subsequent analysis, and (when
we achieve control of multiple swimming organisms at once) testing the reaction of
one swimming organism against another. Faster hardware (currently we operate at
a slow 30 Hz) will allow us to control more often per second and will thus give the
microbe less time to escape between control corrections. We also plan to develop
smarter control algorithms that will detect and exploit the properties of the specific
microbe we are trying to control.
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Fig. 9.26 The control algorithm is globally stable and can correct for large errors in particle
positions. This figure shows steering of three fluorescent beads (2.2μm diameter, Duke Scientific)
around three circles. At time t = 24s, corresponding to bead positions marked A1, A2, and A3,
the control was turned off for 11 s, allowing the particles to drift away (primarily due to the slow
parasitic flow inside the device caused by surface tension forces at the reservoirs) by up to 150μm.
The control was then turned back on at t = 35s (B1, B2, and B3), and the control algorithm steered
the three original beads back to their desired positions (C1, C2, and C3). Four time instants are
shown: (a) right before control is turned off, (b) right before control is turned back on (the three
beads have drifted away a large distance), then (c) at a time when the beads are back on track, and
(d) the final time when the beads have completed the remainder of their three circular paths (again
to an accuracy of better than 1μm). The two straight lines in the last image illustrate the left and
right boundaries of the control region [83]. (Used with permission. Copyright IEEE)

9.3.4.4 Control of Single Quantum Dots to Nanometer Precision

We end this experimental section by showing manipulation of a single nanoscopic
particle, a quantum dot, to nanometer precision by flow control. This is needed for
creating nanophotonic and nanoelectronic devices, in that situation there is a need to
place multiple quantum dots in the high electric field regions of nanophotonic [104–
106] and plasmonic [107, 108] structures and this has not been done in any other
way. The high field regions of photonic cavities are small, approximately 250 nm in
size, so nanometer placement is necessary [109]. (Once one dot has been placed, it
is possible to fix it in place by a chemical binding reaction to the surface [110] or
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Fig. 9.27 (a) A swimming microbe found in river water was moved to an arbitrary trapping
location and trapped for 30 s until being released from control. Uncontrolled swimming is shown
by a dashed line, initial control to the trap or path is shown by a thin line with arrow heads, and the
controlled motion is shown by a thin line without arrow heads – as is evident, the microbe swims
away after the control is turned off which means it was not harmed by the control. (b) A worm was
steered around a trajectory spelling “LOC” (for lab-on-a-chip)

by solidifying the surrounding fluid [111, 112], thus allowing placement and fixing
of one QD after another to make multidot devices.)

In the experimental results reported earlier, our vision sensing accuracy had
limited the control precision. That limit was both experimental setup specific
(camera pixel size) and more fundamental (the wavelength of light limitation). It is
possible to improve the sensing to determine the location of a particle to well below
the wavelength of light, in real-time. The key is to realize that a nanoscopic particle,
such as a quantum dot, appears as a diffraction limited spot under a microscope, and
this spot spans many pixels (see the inset in Fig. 9.29a). By averaging correctly over
the many pixels it is possible to infer the center of the diffraction pattern to better
than single pixel resolution, a technique known as subpixel averaging [113], which
we perform in real-time.

The errors in quantum dot placement are now a combination of vision sensing
errors (which can be driven down to tens of nanometers) and diffusion between
control updates (which can be reduced by doing control updates more often and
by using a higher viscosity fluid – we added a polymer to water that increases its
viscosity). Quantum dots also presented other problems that had to be solved to
achieve nanometer precision. QDs blink on and off: they blink in and out of view.
We pause our control actuation when a QD blinks off and continue actuating when
it blinks back on. The QD position is controlled in the horizontal plane but the QD
still diffuses in the vertical direction. This diffusion makes the QD leave the focal
plane of the microscope and causes a defocusing which hurts our sensing accuracy.
Thus we wrapped in a second control loop that uses the variance of the QD image
as its metric and drives this metric to a minimum by moving the microfluidic device
up or down using a piezo stage. The problem is that going up out of the focal plane
and going down below it both look the same, so for this second control loop we
introduce a small jitter and then check if the dot looks more focused when going



9 Feedback Control of Microflows 307

Fig. 9.28 Illustration of the optical and electronic setup for tracking and feedback control of QDs.
A CCD camera images the QD and sends the information to a tracking algorithm that uses subpixel
averaging to accurately determine the current position of the QD. The control algorithm uses this
information to determine the proper voltages to apply to the electrodes in order to move the QD to
its desired position. A second feedback loop moves the imaging objective in the z-direction using a
piezo stage to keep the QD in focus [84,89]. (Used with permission. Copyright American Chemical
Society.)

up or down. This tells us if we are above or below the focal plane and we then use
a Newton-bracketing algorithm to steer to the minimum image variance. This inner
loop runs slowly compared to the main xy control loop. The end result is higher
accuracy control in the xy plane. The vertical loop also tells us where the QD is
with respect to the bottom photonic crystal so we can wait until the QD diffuses
to the bottom to freeze it in place. Chemistry is also an issue. We had to create a
fluid that could be actuated by electro-osmosis, that had a high viscosity, and that
was compatible with our device (with PDMS) and with the QDs (would not cause
them to fall out of solution). With our colleagues, we are now further creating fluids
that satisfy all of the above criteria and, in addition, can be solidified to nanometer
precision (by two-photon absorption) [114] to allow us to fix a QD at a photonic
crystal cavity by solidifying just a small amount of fluid around it.

Our current single QD positioning results are reported in [84,89] which includes
all details on the experimental setup (Fig. 9.28), the error analysis, and an optical
autocorrelation measurement that proves we are indeed controlling just one single
quantum dot. We were able to hold a QD at a single location to 45 nm accuracy and
steer it along a path with an average deviation of 120 nm (Fig. 9.29). The dot was
controlled for 1 hour, its useable (i.e., visible) lifetime.
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Fig. 9.29 Single quantum dot trajectory. (a–c) Time stamped CCD camera images of a single
quantum dot being steered along the desired trajectory. The white trace shows the measured path of
the quantum dot up until its current location. The square magenta box shows the subpixel averaging
window used to determine the current position of the QD. The inset in panel (a) shows a closeup
of the subpixel averaging window which contains the QD near its center. (d) Plot of quantum dot
position along its trajectory. The dotted black line shows the desired trajectory programmed into
the controller. The actual measured QD trajectory is shown in blue. The solid red squares depict
when the quantum dot blinks off. At the end of the trajectory the QD is held in place for 2 min.
The deviation of the QD from the desired trajectory was measured to be 104 nm [84]. (Used with
permission. Copyright American Chemical Society.)

9.3.5 Ongoing Research: Toward Three-Dimensional Control
and Control of Object Orientation

Control in the third dimension is also possible [88]. A microfluidic device with
multiple levels (as shown in Fig. 9.30) can create fluid flows or electric fields with
up and down components, in addition to the prior horizontal actuation directions.
For example, an actuation from the top North electrode to the bottom South-West
electrode will create both a Southwards flow as well as a downward component.
As before, different actuation modes move different particles in different directions,
and using the same least-squares control algorithm as before these modes can be
judiciously combined to create particles velocities as close as possible to desired
three-dimensional velocity vectors.
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Fig. 9.30 Sample device design for three-dimensional particle control. By placing electrodes in
a top and bottom layer, a flow or electric field actuation component can be created from top to
bottom or vice versa in the central control region [88]. (Used with permission. Copyright Institute
of Physics (IOP) Publishing.)

The device above with eight electrodes can readily control one and two particles
in all three dimensions (Fig. 9.31). As previously [83], effective control remains
possible in the presence of noise and is still accurate even if the properties of the
particles (and the device) are not known perfectly. Control of two 10 nm diameter
particles (whose Brownian motion is significant in water) is shown in Fig. 9.32 along
two orthogonal and self-intersecting circles. In this case we assumed that the control
algorithm does not accurately know the charge on these particles – it believes their
charge is ±50% of the true value. In this uncertain case, the simulation shows that
manipulation can be achieved with a precision of 2μm.

In addition to controlling the position of objects, it is also possible to control
their orientation. The discussion below is stated back in two spatial dimensions, but
the same method can be used in three dimensions as well. The idea is that now, in
addition to creating a translating flow, a flow shear is also created to turn the object.
Understanding how to create the right flow is subtle. It is not possible to create
a flow rotation: the flow follows the applied electric field and the electric field is

irrotational (∇× ⇀
E= ∇× (−∇φ) = 0).

It is, however, possible to create irrotational flows with shear. Only some types
of shear flows can be made. It is not possible to only create the shear flow
in one direction as shown in the first panel of Fig. 9.33. The illustrated ∂u/∂y
horizontal flow shear (clockwise rotation) must be exactly cancelled by an equal and
opposite vertical flow shear ∂v/∂x = ∂u/∂y (counterclockwise rotation) as follows
immediately from the zero curl equation for the electric field, or equivalently fluid

velocity vector field, ∇× ⇀
E= ∇× ⇀

V= ∂v/∂x − ∂u/∂y = 0. But it is possible to
create saddle flows, with two balancing shears in opposite directions, as shown in
the second and third panels.

If this saddle flow is chosen correctly with respect to the object – here if the
shear that will rotate the ellipsoid clockwise is oriented to work on its long axis
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Fig. 9.31 Two charged particles controlled simultaneously on two orthogonal circular paths. The
horizontal and vertical paths are shown at the top and the bottom of the figure, respectively. The
desired path of the two particles (A and B) is in thin black and the achieved path is in thick black.
The (red) arrows show the created electric field at the two time instants (arrows that appear as
round dots show flow coming out of that plane) [88]. (Used with permission. Copyright Institute
of Physics (IOP) Publishing.)

while the opposing counterclockwise shear only has the short axis to work with –
then one rotation will win over the other and the object can be turned clockwise in
a controlled fashion. This works for any object that is not fully symmetric. For
example, a sphere, which is fully rotationally symmetric, will not be turned as
depicted in the second panel of the figure. However, the ellipsoid, shown in the
third panel, can be turned by an irrotational saddle flow.

In Fig. 9.34 we show initial results for position and orientation control of an
ellipsoidal object in the plane in simulations. The fluid dynamics in the device is the
same as before. Also, as before, there is a linear mapping from electrode actuations
to object configuration velocity, here to its translation and rotation velocities. For
any location and orientation of the ellipsoid, this mapping can be inverted by least-
squares to find the electrode actuations that will move and rotate the object from
where it is to where it should be. For even less symmetric objects than ellipsoids,
like helixes, there will be coupling between translational and rotational motion.
In that case a linear mapping between the applied voltage and particle velocity
still holds in principle, and consequently control should still be possible in a
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Fig. 9.32 Two nanoparticles (diameter 10 nm) controlled simultaneously in the presence of
Brownian motion and a 50% charge uncertainty [88]. (Used with permission. Copyright Institute
of Physics (IOP) Publishing.)

Fig. 9.33 Flow actuation to turn a nonspherical object (the shown flow would be in addition to
flow being used to translate the object). (a) It is not possible to create the illustrated unidirectional
shear flow since that flow is rotational. In the devices the flow follows the electric field which is
always irrotational. However, a saddle flow can be created in the device. A saddle flow will not turn
a fully rotationally symmetric object like a sphere (b) but it will turn an object with less rotational
symmetry like the ellipsoid (c)

similar least-squares inversion fashion. A further description of our rotation control
simulation efforts can be found in [115]. Experiments to test flow control of object
translation and orientation are currently underway and will be reported in future
publications.
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9.4 Conclusion

Feedback control has enabled microfluidic devices, here electrowetting-on-dielectric
as well as simple PDMS devices, to carry out new tasks robustly and with
unexpected precision. We show in simulations that smart control can enable EWOD
systems to manipulate single particles, and we show that cheap and easy to fabricate
PDMS devices with standard electro-osmotic actuation can steer and trap one
and multiple particles experimentally. Our control results have enabled nanometer
precision placement of quantum dots on photonic crystals for creating multidot
quantum information devices, something that has not been achieved using any other
particle manipulation technique.

All our control results, for the two examples in this chapter and for other
examples in our research (e.g., magnetic control for directing drugs to tumors
[116–118]), have been and are being enabled by detailed physical modeling.
Especially for new physical situations, this modeling is difficult and time consuming
(our modeling effort for electrowetting has continued over many years), but in
every case it has enabled us to create controllers that far exceed the performance
that would have been possible without modeling. In situations where we deal with
chemistry, new physics, and complex samples (fluids that can be solidified with
light, living cells, and human samples), we have to choose carefully what to model.
Often we are not able to list, let alone mathematically describe in detail, all the
relevant physical phenomena; yet we must model enough key physics so that the
control algorithm can know how to make things better at each time. To identify
the key physics and find the right modeling balance is one of our major challenges.

In terms of control algorithm design, defining a tractable mathematical control
problem is the most critical step. It is easy to state a control problem that is clearly
useful and we would like to solve, e.g., control of nonlinear partial differential
equations through their moving boundary conditions, but that will not admit a
useable solution in the foreseeable future. Instead, we try to define more specific
problems that are still relevant but that can be solved, and then to build up our
expertise to more general domains. For example, for control of electrowetting,
the critical insight was that there is a linear mapping from the pressures created
by the electrode pads to the particle velocities. This linear mapping reduced
the control problem to a least-squares inversion of the small linear matrix map

�
Fig. 9.34 Position and orientation control of an ellipsoid in the plane by electro-osmotic flow
control using eight electrodes. The ellipsoid is controlled to start at the bottom left corner of the
desired trajectory, trace the square path, and then return to the bottom left corner. Along each
of the four segments of the desired trajectory, the orientation task is to align the major axis of
the ellipsoid along that segment by the time it reaches the end of that segment. The ellipsoid is
perturbed by translational and rotational thermal (Brownian) motion. Top: Four time snapshots
are shown (electrode actuation voltages are shown by the values in the gray circles, the resulting
EO flow field is shown by the arrows). Bottom: The resulting sequence of ellipsoid positions and
orientations is shown for 95 times. (Used with permission. Copyright Institute of Physics (IOP)
Publishing.)
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from the pressures to the velocities (9.9), after which we corrected for the static
nonlinear relationship between the applied voltages and the pressures they create.
The least-squares matrix problem, unlike a more general nonlinear PDE control
with moving boundary conditions problem, is tractable and can be solved in real-
time with minimal computational power. It made control implementation practical
for electrowetting.

As in the electrowetting example, we are always trying to map from application
needs through our modeling to available or possible control design schemes. For
example, an application task (such as putting these living cells here) must be
translated through the language of modeling into tractable control schemes (e.g.,
least-squares, feedback linearization). In cases where existing control schemes
remain insufficient for all reasonable formulations of the problem, as has turned
out to be the case for focusing of magnetic drugs to deep tumors, we have to invent
new control methods. In this case we must define a new control question that we
believe has a hope of being answered tractably. (For magnetic drug targeting we
have whittled the drug focusing goal down to a sequence of quadratic maps from
magnet control inputs to desired drug distributions: now semidefinite programming
tools can be used to find an optimal control at each time [119].) Achieving the right
balance between the needs of the application and tractable control approaches is our
second great challenge.

Finally, our third and most important challenge has been learning to communi-
cate and effectively interact with microfabricators, chemists, physicists, biologists,
clinicians, and doctors. Without them the results above would not have been possible
and, more importantly, would have been without purpose.
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