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We develop a framework and numerical method for controlling the full space-time tube 
of a geometrically driven flow. We consider an optimal control problem for the mean 
curvature flow of a curve or surface with a volume constraint, where the control parameter 
acts as a forcing term in the motion law. The control of the trajectory of the flow 
is achieved by minimizing an appropriate tracking-type cost functional. The gradient of 
the cost functional is obtained via a formal sensitivity analysis of the space-time tube 
generated by the mean curvature flow. We show that the perturbation of the tube may 
be described by a transverse field satisfying a parabolic equation on the tube. We propose 
a numerical algorithm to approximate the optimal control and show several results in two 
and three dimensions demonstrating the efficiency of the approach.

© 2021 Elsevier Inc. All rights reserved.

1. Introduction

There exists a host of applications that involve large deformations or geometric flows: the motion of droplets [25], fluid 
structure interaction [6,26], mean curvature flow [3,18,22], deformable elastic bodies [36,39,43], liquid thin films on curved 
surfaces [37] to name a few. Such problems can often be formulated as the evolution of sets under a gradient flow. A simple 
yet challenging example of gradient flow is the evolution by mean curvature flow (MCF), for which a rich mathematical 
theory has been developed. The main focus of the literature on MCF is the proof of existence and regularity of the flow, and 
the study of its geometric properties.

Controlling these complex motions can further extend these applications or make them more optimal. The theoretical 
study of this question has seldom been addressed, with the notable exception of the work of Zolésio and his collaborators; 
see [16,29]. Moreover, the numerical realization of optimal geometric control is sorely lacking, except for the numerical work 
[10] where a phase-field approach is used; see also [13] where a parameter identification problem using a sharp interface 
formulation is investigated. The optimal control of gradient flows is of course a challenging topic, considering that even the 
MCF is still a very active field of research with many open questions.

In this paper, we consider an optimal control problem for the mean curvature flow of a curve or surface (embedded 
manifold) with a volume constraint on the evolving domain. The goal is to control the evolution of the manifold so that it 
tracks a desired trajectory; this is accomplished by introducing an appropriate control variable into the motion law of the 
manifold. Thus, our problem can be seen as the optimal control of a volume-preserving MCF with a forcing term. We note 
that there exists an extensive literature on volume-preserving MCF, see the regularized mean curvature flow of [24] and 
also [3,23], and on MCF with forcing term, see [11,22,23]. We employ a time-independent control and consider the tracking 
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of both time-independent and time-dependent trajectories in our numerical experiments. We observe in our numerical 
experiments that the stationarity of the control does not create issues for the control of time-dependent trajectories, but 
this certainly restricts the set of trajectories that are exactly reachable with such control.

The control of the trajectory of the evolving set may be formulated as the control of the space-time tube defined by 
this evolving set. We seek to solve a time-dependent geometric PDE constrained optimization problem to minimize an 
appropriate tracking-type functional. The desired trajectory is determined by the zero level set of a given function. The 
theoretical study of the optimal control of such space-time tubes has been pioneered by Zolésio and its collaborators; see 
[16,29]. Using the concept of transverse field, they performed the sensitivity analysis of the flow with respect to perturbations 
of the motion law. This concept of transverse field plays a key role in our approach.

The main task in our framework is to relate the perturbation of the control, which appears as a forcing term in the 
motion law, with the perturbation of the motion law. Compared to the theory and applications developed in [16,29], we 
are facing an additional fundamental difficulty. Indeed in our problem the motion law is implicitly defined as it depends on 
the shape of the space-time tube via the mean curvature term. We tackle this issue using a formal perturbation analysis 
of the flow. In this way we are able to show that the perturbation of the flow can be described by a parabolic PDE on the 
space-time tube generated by the flow. This allows us to compute the derivative of the tracking-type functional with respect 
to the control, via the introduction of an appropriate adjoint state.

The type of problem considered in this paper shares many similarities with the optimal control of free boundaries 
for stationary problems. Recent contributions on this topic have been obtained using tools from shape calculus including 
[20,38] for the shape controllability of the free boundary of an obstacle problem, [21] where the control of the Bernoulli 
free boundary problem has been investigated, and [25] for the control of the footprint of a sessile droplet via substrate 
surface tension. In these works, the free boundary depends implicitly on the control and a perturbation analysis allows to 
compute the sensitivity of the free boundary with respect to the control. The problem considered in the present paper is 
similar in the sense that the space-time tube also depends implicitly on the control. Thus, on one hand several ideas of 
[21,25] may be used, but on the other hand the control of the geometric evolution problem presents many specificities that 
require a different analysis and novel ideas. To the best of our knowledge this is the first investigation of optimal control of 
geometric evolution problems and MCF using shape optimization tools.

The paper is organized as follows. In Section 2 we introduce the volume-preserving MCF with forcing term and describe 
the optimal control problem via the minimization of a tracking-type cost functional. In Section 3 we perform the sensitivity 
analysis of the cost functional with respect to a small perturbation of the control and obtain the gradient of the cost 
functional via the introduction of an adjoint transverse field. We also show an alternative expression of the gradient of the 
cost functional based on a scalar adjoint. In Section 4 we explain the optimization scheme and its discretization. Section 5
presents numerical results in two and three dimensions. We conclude with some remarks in Section 6.

2. Control of the mean curvature flow

2.1. Volume-preserving mean curvature flow with forcing term

Let D ⊂ Rn be a bounded open set which contains all admissible domains for our problem. We consider vector fields 
with compact support in D, satisfying

V := C([0, t f ];C∞
c (D,Rn)), (1)

where t f > 0 denotes the final time for our interval of interest [0, t f ]. For a given V ∈ V and x0 ∈D, let x(t) be the solution 
of

ẋ(t) = V (t, x(t)), for t ∈ [0, t f ],
x(0) = x0.

(2)

Thus, for all t ∈ [0, t f ], we can define a transformation T t(V ) :D→ D by T t(V )(x0) := x(t).
Next, let � ⊂D be a smooth (n −1)-dimensional embedded manifold, without boundary, whose interior is �, i.e. � ≡ ∂�. 

For t ∈ [0, t f ], let us consider formally the evolution of sets �t = �t(V ) given by the following motion law

V |�t = (u|�t − κ(t) − λ(t))ν(t) for t ∈ [0, t f ], (3)

where ν(t) is the outer unit normal vector of �t , κ(t) is the (additive) curvature of �t(V ), λ(t) is a Lagrange multiplier to 
enforce the constraint that |�t | is constant for all t ∈ [0, t f ], where �t is the interior of �t (i.e., �t ≡ ∂�t ), and u ∈ C∞(D)

is a given control function. The motion law (3) can be described as a volume-preserving MCF with a forcing term u, and 
V can be derived from a gradient flow with a volume constraint; see [3]. Indeed, V is the (volume-preserving) L2-gradient 
flow of the “energy”

E[�] =
∫

1 −
∫

u. (4)
� �

2



A. Laurain and S.W. Walker Journal of Computational Physics 438 (2021) 110373
Note that (3) is an implicit definition of V since κ, λ and ν depend on V through �t(V ). The existence of the evolution 
of sets �t(V ) may be proven in the sense of viscosity solutions; see [7,18]. This approach allows topological changes, but 
the drawback is that fattening of �t(V ) can occur. Another approach is to use parameterization, this avoids the fattening 
phenomenon but in this case singularities may appear in finite time. In two dimensions, i.e., when �t(V ) is a curve, a more 
precise analysis is given in [4,5], but singularity may still appear; see [28] for an example and [27] for a comprehensive 
discussion of singularities for MCF. In any case, finite-time singularities can be expected with the motion law (3).

In this paper we assume existence and smoothness of the sets �t (V ) for t ∈ [0, t f ] under the motion law (3), and define 
the smooth transformation T t(V )(�) := �t(V ). We also assume that ν and κ can be extended so that V |�t can be extended 
to all of D and that V = V (u) ∈ V ; these extensions are discussed in more details in Section 3.2.

Notations: For f : Rn → R, ∇ f denotes the gradient of f and ∇� f := ∇ f − (∇ f · ν)ν the tangential gradient of f on �. 
For f :Rn → Rn , D f denotes the Jacobian matrix of f and div � f := div f − (D f )ν · ν the tangential divergence of f on 
�.

2.2. Tracking-type cost functional

Our objective is to determine a control u in (3) such that the evolution of sets �t(V ) is as close as possible to a given 
target trajectory. A convenient way to achieve this is to minimize a tracking-type functional based on a level set function. 
Let φ : [0, t f ] ×D →R be a given smooth function and define its sublevel set

Q d := {(t, x) ∈ [0, t f ] ×D | φ(t, x) < 0}. (5)

Then Q d is called the target trajectory. Next, introduce the tracking-type cost functional

J (V (u)) :=
t f∫

0

∫
�t (V (u))

φ, (6)

and the reduced functional, including a Tikhonov regularization of the control,

J (u) := J (V (u)) + α

2
‖∇u‖2

L2(D)
.

Consider the minimization problem

minimize J (u), subject to u ∈ C∞(D). (7)

To understand the relevance of the minimization problem (7) to achieve the control objective, we need to introduce the 
notion of tubes.

Definition 1. For a set A ⊂Rn , let the space-time A-tube be given by

QA(V ) :=
⋃

0≤t≤t f

{t} × T t(V )(A). (8)

In view of (5) and (6), if there exists a control u ∈ C∞(D) such that Q �(V (u)) = Q d , then the minimum of J (V (u)) is 
attained precisely for this control. The Tikhonov regularization in J (u) allows to find a compromise between reaching the 
target Q d and obtaining a smooth control u.

3. Derivative of the cost functional

In this paper, we opt for a steepest descent algorithm to find an approximate solution of (7), hence the gradient of J (u)

needs to be computed first. Two main difficulties arise when considering this computation. The first one is the dependence 
of �t on V in (6). This dependence is relatively well-understood and can be handled via the concept of transverse field
introduced in [16,29]. The second difficulty comes from the fact that the motion law (3) is an implicit definition of V . This 
makes the sensitivity analysis of V with respect to u challenging, since a small perturbation of u induces a perturbation 
of V not only through equation (3) but also through the variation of �t . Such a difficulty is new in the area of control of 
geometric evolution equations, but we may borrow certain ideas from optimal control of free boundary problems [21,25] to 
tackle this issue.
3
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Fig. 1. Diagram of the space-time tube for one dimensional domains (left) and two dimensional domains (right). The time axis is vertical. The initial tube 
corresponds to Q �(V ), while the perturbed tube corresponds to Q �(V + sW ); see Definition 1. The transverse field Z is indicated by the horizontal 
arrows and corresponds to ∂s T t

s(�)|s=0.

3.1. Derivative of tube functionals via transverse field

In [16,29] the sensitivity analysis of cost functionals J (V ) of the type (6), sometimes called tube functionals, with respect 
to variations of V has been investigated. The chief ingredient to compute the derivative of such cost functionals with respect 
to V is the concept of transverse field (see Fig. 1). We briefly explain here how this concept can be applied to our problem.

Let V , W ∈ V and consider the tube Q �(V ), see Definition 1. Let T t
s : D → D be the transformation generated by the 

time varying field V (t, ·) + sW (t, ·), with T t
0 = T t . The perturbed moving set is denoted by �t

s := T t
s(�). The following 

expression for the derivative of J (V ) with respect to W ∈ V may be found in [29, Section 3.4.1], see also [16]:

[δ J (V )](W ) =
t f∫

0

∫
�t (V )

φ(t, x)Z(t, x) · ν(t, x), (9)

where Z : [0, t f ] ×D →Rn is the so-called transverse field, which depends on W in the following way:

∂t Z + [Z , V ] = W , in (0, t f ) ×D,

Z(0, ·) = 0, in D,
(10)

where [·, ·] denotes the Lie bracket, i.e., [Z , V ] := (D Z)V − (D V )Z . We introduce the notion of material derivative to clarify 
the question of the solvability of (10).

Definition 2 (Material Derivative). Let f : (0, t f ) × D → R be C1, and let V : D → Rn be a continuous velocity field. Then, 
we define the material derivative of f as

D V f ◦ T t(V ) := d

dt
[ f ◦ T t(V )].

The material derivative for functions defined on subsets of D and the material derivative of vector-valued functions is 
defined in a similar way.

Thus, ∂t Z + (D Z)V ≡ D V Z and the first line of (10) is simply D V Z − (D V )Z = W . Indeed, if x(t) is the trajectory of a 
point driven by V , then (10) is simply an ordinary differential equation (ODE), i.e., Z(x(t))′ − (D V (x(t)))Z(x(t)) = W (x(t)), 
whose solvability is guaranteed by the theory of ODEs. Solving the ODE for every possible trajectory yields the unique 
solution of (10), see [29].

We also recall the concept of shape derivative which is a convenient tool for the forthcoming calculations. We refer to 
[41, Section 5.4] and [15,19,38] for more details on the notions of material and shape derivatives.

Definition 3 (Shape Derivative). Let f : (0, t f ) ×D →Rn be C1, and let V : D →Rn be a continuous velocity field. Then, we 
define the shape derivative of f as

δ� f (V ) := [D V f − V · ∇ f ]|t=0 .

The shape derivative for functions defined on subsets of D and the shape derivative of vector-valued functions is defined in 
a similar way.
4
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3.2. Sensitivity analysis of the tube with respect to the control

Considering J (V (u)) of (6) as the composition of functions u 
→ V (u) and V 
→ J (V ), we have seen that the differentia-
bility of V 
→ J (V ) can be handled via the notion of transverse field in Section 3.1. The differentiability of u 
→ V (u) on the 
other hand is a delicate issue since V also depends on �t(V ). Here we perform a formal sensitivity analysis of u 
→ V (u), 
borrowing some ideas from [21,25].

Let η ∈ C∞(D) and consider the following perturbation of the control

uε := u + εη. (11)

The main idea of the sensitivity analysis can be summarized in the following way. The first-order perturbation of J (V (u))

with respect to the control u can also be described via the transverse field equation (10), except that the vector W appear-
ing in (10) also depends on Z and η in this case. This provides a new transverse field equation involving only Z and η. 
Hence, our main task is to determine the dependence of W on Z and η.

In view of the motion law (3), the corresponding perturbed sets �t(V (uε)) and perturbed vector field satisfy

V (uε) = ((u + εη)|�t (V (uε )) − κ(ε) − λ(ε))ν(ε) on �t(V (uε)), (12)

where ν(ε), κ(ε) and λ(ε) are the corresponding normal vector, curvature and Lagrange multiplier, respectively. The per-
turbed cost functional J (uε) is defined accordingly and we also define the interior �t (V (uε)) of �t(V (uε)). We need to 
extend V (uε) to a neighborhood of �t(V (uε)) since u is defined on all of D and not just on the boundary �t(V (uε)). 
To define such an extension, we first use a unitary extension of ν along ν , which in turn induces an extension of κ (not 
necessarily constant along the normal direction ν). Note that choosing a unitary extension of ν is not necessary but is a con-
venient choice that simplifies the intermediate calculations. With such an extension, it is known that the shape derivative 
of κ in a direction Y (see Definition 3) is given by

δ�κ(Y ) = −��(Y · ν), (13)

where �� denotes the Laplace-Beltrami operator on �t(V (u)); see [41, lemma 5.6], [25, p. 783] or [12].
We now explain the main idea of the sensitivity analysis. Let us assume that there exists a smooth transformation 

T t
ε : D → D such that T t

ε (�t(V (u))) = �t(V (uε)). In order to perform the sensitivity analysis of V (uε), we suppose that 
V (uε) has the form V (uε) ◦T t

ε = V (u) +W̃ (ε) on �t(V (u)), where W̃ (ε) ∈ V with W̃ (0) = 0. Assuming W̃ (ε) is sufficiently 
smooth with respect to ε , we have the expansion W̃ (ε) = εW̃

′
(0) + O (ε2). The computation of the derivative of ε 
→J (uε)

at ε = 0 only requires to know W̃
′
(0) instead of W̃ (ε); a similar idea was used in [25]. Thus we introduce the notation 

W := W̃
′
(0) and in what follows we proceed to determine W as a function of the transverse field Z and η. Combining this 

with the transverse field equation (10) one obtains an equation involving only Z and η.
Next, we identify the equation for W by considering the weak formulation of the perturbed gradient flow (12):

I(ε) :=
t f∫

0

∫
�t (V (uε ))

[V (uε) − (u + εη − κ(ε) − λ(ε))ν(ε)] · ξ = 0, ∀ξ ∈ V, (14)

with the volume constraint

t f∫
0

μ(t)
(|�t(V (uε))| − C V

)
dt = 0, ∀μ ∈ L1([0, t f ]), (15)

for some fixed volume constant C V . Note that μ is independent of ε .
Since κ(ε), λ(ε) and ν(ε) correspond to the perturbation V (uε) ◦ T t

ε = V (u) + W̃ (ε), then the results of [16,29] show 
that the derivatives with respect to ε of κ(ε), λ(ε) and ν(ε) at ε = 0 are equal to the shape derivatives of these quantities 
with respect to the transverse field Z , given by (10), corresponding to the perturbation V (uε). For instance we have

ν ′(0) = dν(ε)

dε

∣∣∣∣
t=0

= δ�ν(Z).

Since we have assumed a unitary extension of ν along the normal ν it is known that δ�ν(Z) = −∇�(Z · ν); see [41, lemma 
5.5] or [19, Proposition 5.4.14]. Therefore we have

ν ′(0) = −∇�(Z · ν). (16)

Furthermore, in view of (13) the derivative of κ(ε) is given by

κ ′(0) = −��(Z · ν). (17)
5
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Let us recall a general formula for the shape derivative of a boundary integral, see for instance [15, Theorem 4.3, Chapter 9]
or [41, Eqn. (5.48)]. For a smooth transformation T ε (Y ) : D→ D, a smooth (n − 1)-dimensional embedded manifold γ and 
a sufficiently smooth function f , we have

d

dε

∫
T ε (Y )(γ )

f (ε, x)dS(x)

∣∣∣∣∣∣∣
ε=0

=
∫
γ

∂ε f (0, x) + (∂ν f (0, x) + f (0, x)κ)(Y · ν)dS(x). (18)

Using (16), (17) and (18) we can now compute the derivative of (14) as

I ′(0) =
t f∫

0

∫
�t (V (u))

[W − (η + ��(Z · ν) − λ′(0))ν + (u − κ − λ)∇�(Z · ν)] · ξ

+
t f∫

0

∫
�t (V (u))

⎛⎝∂ν([V − (u − κ − λ)ν] · ξ) + κ[V − (u − κ − λ)ν︸ ︷︷ ︸
=0

] · ξ
⎞⎠ (Z · ν).

Note that we have

∂ν([V − (u − κ − λ)ν] · ξ) = ∇([V − (u − κ − λ)ν] · ξ) · ν
= D[V − (u − κ − λ)ν]ν · ξ + (Dξ)ν · [V − (u − κ − λ)ν]︸ ︷︷ ︸

=0

= D[V − (u − κ − λ)ν]ν · ξ .

Introducing the time-varying, spatial constant ρ := λ′(0), we obtain for all ξ ∈ V :

0 = I ′(0) =
t f∫

0

∫
�t (V (u))

[W − (η + ��(Z · ν) − ρ)ν + (u − κ − λ)∇�(Z · ν)] · ξ

+
t f∫

0

∫
�t (V (u))

D[V − (u − κ − λ)ν]ν · ξ(Z · ν).

In fact we also have D[V − (u − κ − λ)ν] = 0 on �t(V (u)) due to V = (u − κ − λ)ν in a neighborhood of �t(V (u)), using 
the extension of V described at the beginning of this section. Furthermore, differentiating (15) yields

t f∫
0

μ(t)

∫
�t (V (u))

Z(t, x) · ν(t, x) = 0, ∀μ ∈ L1([0, t f ]). (19)

Hence, we arrive at the following equations relating W , ρ and Z on �t :

[W − (η + ��(Z · ν) − ρ)ν + (u − κ − λ)∇�(Z · ν)] = 0 on �t(V (u)), (20)∫
�t (V (u))

Z(t, x) · ν(t, x) = 0. (21)

Note that ρ plays the role of a Lagrange multiplier for the volume constraint (21).
The transverse field Z and the perturbation field W are also related by equation (10). Thus, combining (10) and (20)-(21)

yields the new transverse field equation for Z . However, (20) shows that W |�t only depends on the values of Z on �t , but 
we need W defined on D in order to use (10). Hence, we assume W can be extended from �t to all of D in a smooth way, 
and then we may restrict (10) to �t . We obtain the following system of equations for Z :

∂t Z + (D Z)V + A Z + ρν = ην, on �t(V (u)) for all t ∈ (0, t f ),∫
�t (V (u))

Z(t, x) · ν(t, x) = 0, for all t ∈ (0, t f ),

Z(0, ·) = 0, on �0(V (u)),

(22)
6
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Fig. 2. Evolution of the control u versus optimization iteration (Section 5.1). The black curve is the zero level set of φ. The curve � is plotted (at the final 
time of the forward simulation) with color according to κ (the additive curvature). The background control function u is plotted with its own color scale. 
(For interpretation of the colors in the figure(s), the reader is referred to the web version of this article.)

where the state operator A is given by

A Z := −(D V )Z − ��(Z · ν)ν + (u − κ − λ)∇�(Z · ν) on �t(V (u)). (23)

Note that A Z only depends on the values of Z on �t . Also, the material derivative D V Z := ∂t Z + (D Z)V is independent of 
any extension of Z even though the constitutive terms are not, i.e., ∂t Z and (D Z)V do depend on the extension. Hence, 
(22) fully describes the evolution of Z on �t , in the sense that it is independent of the values of Z outside of �t .

3.3. Derivative of the cost functional and adjoint transverse field

We can now compute the derivative of u 
→ J (V (u)) by formally applying the chain rule to the composition of functions 
u 
→ V (u) and V 
→ J (V ), using (9) and the equations (22) for the transverse field Z . As is usual in PDE-constrained 
optimization, the gradient of the cost functional becomes apparent through the use of a so-called adjoint state R . Since R is 
adjoint to the transverse field Z , we refer to it as the adjoint transverse field. Also, as Z is a parabolic equation with initial 
conditions, R is a backward parabolic equation with terminal conditions. This is a well-known property for PDE-constrained 
optimization involving parabolic equations. We introduce the adjoint transverse field equations as

∂t R + (D R)V + A� R + μ(t)ν = −φν, on �t(V (u)) for all t ∈ (0, t f ),∫
�t (V (u))

R(t, ·) · ν(t, ·) = 0, for all t ∈ (0, t f ),

R(t f , ·) = 0, on �t f (V (u)),

(24)

where μ is a Lagrange multiplier for the volume constraint in (24). The adjoint operator A� is given by

A� R := Rdiv �(V ) + div �[(V · ν)R]ν + (D V )T R + ��(R · ν)ν − κV (R · ν) on �t(V (u)). (25)

Note that, since D V R ≡ ∂t R + (D R)V , we do not need R extended, i.e., (24) is well-defined on the moving surface �t . 
Recalling that
7
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Fig. 3. Decrease of the optimization cost (56) versus optimization iteration (Section 5.1).

J (u) =
t f∫

0

∫
�t (V (u))

φ + α

2
‖∇u‖2

L2(D)
,

we obtain the following result.

Theorem 1. The derivative of J at u in the direction η ∈ C∞(D) is given by

J ′(u;η) =
t f∫

0

∫
�t (V (u))

ηR · ν + α

∫
D

∇u · ∇η, (26)

where the adjoint transverse field R is the solution to (24).

Proof. Using (9) and the chain rule, we get

J ′(u;η) = [δ J (V (u))](W ) =
t f∫

0

∫
�t (V (u))

(φν) · Z + α

∫
D

∇u · ∇η.

Note that Z solution of (22) is (indirectly) a function of η. Using (24) we get

J ′(u;η) =
t f∫

0

∫
�t (V (u))

−[∂t R + (D R)V︸ ︷︷ ︸
≡D V R

+A� R + μ(t)ν] · Z + α

∫
D

∇u · ∇η.

Let us define

L1 :=
t f∫

0

∫
�t (V (u))

−(D V R) · Z

= −
t f∫

0

d

dt

∫
�t (V (u))

R · Z +
t f∫

0

∫
�t (V (u))

R · D V Z + (R · Z)div �(V ),

L2 :=
t f∫

0

∫
�t (V (u))

−(A� R + μ(t)ν) · Z =
t f∫

0

∫
�t (V (u))

−(A� R) · Z ,
8



Fig. 4. Evolution of the forward simulation using the final control obtained by the optimization (Section 5.1). The black curve is the zero level set of φ. The 
curve � is plotted with color according to κ .

where we used (22) and standard relations for shape derivatives [41]. Proceeding with L1, and noting that boundary terms 
drop because of the terminal and initial conditions in (24) and (22), we get

L1 =
t f∫

0

∫
�t (V (u))

R · D V Z + (R · Z)div �(V )

=
t f∫

0

∫
�t (V (u))

−R · (−Zdiv �(V ) + A Z + ρν − ην)

=
t f∫

0

∫
�t (V (u))

−R · {−Zdiv �(V ) − (D V )Z − ��(Z · ν)ν + (u − κ − λ)∇�(Z · ν) − ην} ,

where we used the mean value zero condition in (24).
A. Laurain and S.W. Walker Journal of Computational Physics 438 (2021) 110373
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Fig. 5. Energy (4) of the forward simulation versus time (Section 5.1). The control obtained at the final optimization iteration is used here.

Fig. 6. Evolution of the forward simulation with perturbed initial circle with center at (0.02, 0.0) (Section 5.1). The control u was taken from the final 
iteration of the optimization.
10
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Fig. 7. Evolution of the forward simulation with perturbed initial circle with center at (0.0, −0.02) (Section 5.1). The control u was taken from the final 
iteration of the optimization.

Using Green’s second identity and the fact that �t(V (u)) is a manifold without boundary, we obtain

t f∫
0

∫
�t (V (u))

��(Z · ν)R · ν =
t f∫

0

∫
�t (V (u))

��(R · ν)Z · ν,

see [41, Proposition 16] or [19, Theorem 5.4.13]. Then, integration by parts gives

t f∫
0

∫
�t (V (u))

−(u − κ − λ)R · ∇�(Z · ν)

=
t f∫

0

∫
�t (V (u))

(Z · ν)div �[(u − κ − λ)R] − κ(Z · ν)(u − κ − λ)R · ν

=
t f∫

0

∫
�t (V (u))

Z · [div �[(V · ν)R]ν − κV (R · ν)],
11
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Fig. 8. Evolution of the control u versus optimization iteration (Section 5.2). The black curve is the zero level set of φ. The curve � is plotted (at the final 
time of the forward simulation) with color according to κ (the additive curvature). The background control function u is plotted with its own color scale.

Fig. 9. Decrease of the optimization cost (56) versus optimization iteration (Section 5.2).

where we used V = (u − κ − λ)ν on �t(V (u)). Gathering these results, and using (25), we obtain (26). �
3.4. Normal transverse field and scalar adjoint

In Section 3.2 we have derived the system of equations (22) for the transverse field Z associated with the perturbation 
of J (u). Since the derivative (9) only depends on the normal component Z ·ν of Z , it is natural to ask wether Z ·ν and the 
tangential component of Z may be fully decoupled. Indeed, for numerical applications it is more convenient to solve only 
12
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Fig. 10. Evolution of the forward simulation using the final control obtained by the optimization (Section 5.2). The black curve is the zero level set of φ. 
The curve � is plotted with color according to κ .

for Z · ν instead of Z . In this section we show that the normal component can indeed be decoupled and that Z · ν satisfies 
an evolution equation similar to (22).

We introduce the simpler notation Zν := Z · ν . Referring to (22), (23) and recalling that D V Z := ∂t Z + (D Z)V , we derive 
a stand-alone equation for Zν . Projecting the first equation in (22) onto ν , we get

η = (D V Z) · ν − νT(D V )Z − ��(Z · ν) + ρ

= D V (Z · ν) − Z · (D V ν) − νT(D V )Z − �� Zν + ρ

= D V (Z · ν) + νT(D�V )Z − νT(D V )Z − �� Zν + ρ

= D V Zν − (νT(D V )ν)Zν − �� Zν + ρ,

(27)

where we used that D V ν = −(D�V )Tν (see [41, Eqn. (5.38)]). Noting that
13
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Fig. 11. Energy (4) of the forward simulation versus time (Section 5.2). The control obtained at the final optimization iteration is used here.

∂ν(u − κ) = ∂ν(V · ν) = νT(D V )ν + V T (Dν)ν︸ ︷︷ ︸
=0

, (28)

we obtain the following stand-alone evolution equation for Zν :

D V Zν − ∂ν(u − κ)Zν − �� Zν + ρ = η, on �t(V (u)) for all t ∈ (0, t f ),∫
�t (V (u))

Zν(t, ·) = 0, for all t ∈ (0, t f ),

Zν(0, ·) = 0, on �0(V (u)).

(29)

In Section 3.3 we have introduced the adjoint transverse field R to compute the derivative (26). Since we have obtained a 
stand-alone system of equations (29) for the normal transverse field Zν and since the derivative (9) only depends on Zν , 
we just need a scalar adjoint to compute the derivative J ′(u; η). Therefore we introduce a scalar adjoint state R satisfying 
the following backward evolution equation with terminal conditions:

D V R + A�
�R + μ(t) = −φ, on �t(V (u)) for all t ∈ (0, t f ),∫

�t (V (u))

R(t, ·) = 0, for all t ∈ (0, t f ),

R(t f , ·) = 0, on �t f (V (u)),

(30)

where μ is a Lagrange multiplier for the volume constraint in (30) and

A�
�R := Rdiv �(V ) + R∂ν(u − κ) + ��R

= Rdiv �(V ) + RνT(D V )ν + ��R

= Rdiv [(V · ν)ν] + ��R = R∂ν(u − κ) + R(V · ν)κ + ��R.

(31)

The well-posedness for the equations of Zν and R may be proven using the abstract framework for parabolic PDEs on 
evolving spaces developed in [1,2].

We can now compute J ′(u; η) using the scalar adjoint transverse field R; this provides an alternative to Theorem 1 for 
computing J ′(u; η).

Theorem 2. The derivative of J at u in the direction η is given by

J ′(u;η) =
t f∫

0

∫
t

Rη + α

∫
D

∇u · ∇η, (32)
� (V (u))

14
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Fig. 12. Evolution of the forward simulation with perturbed initial circle with center at (0.2, 0.0) (Section 5.2). The control u was taken from the final 
iteration of the optimization.

where the scalar adjoint state R is given by (30).

Proof. Using (9) and the chain rule, we get

J ′(u;η) = [δ J (V (u))](W ) =
t f∫

0

∫
�t (V (u))

φ Zν + α

∫
D

∇u · ∇η.

Note that Zν solution of (29) is a function of η. Using (30), we get

J ′(u;η) =
t f∫

0

∫
�t (V (u))

−Zν [D V R + A�
�R + μ(t)] + α

∫
D

∇u · ∇η.
15
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Fig. 13. Evolution of the forward simulation with perturbed initial circle with center at (0.3, 0.3) (Section 5.2). The control u was taken from the final 
iteration of the optimization. Note that some of the simulation frames have been cropped slightly in order to “zoom-in” as much as possible.

Noting that

t f∫
0

∫
�t (V (u))

−Zν D V R = −
t f∫

0

d

dt

∫
�t (V (u))

Zν R +
t f∫

0

∫
�t (V (u))

R D V Zν + R Zνdiv �(V ),

using the initial and terminal conditions, and (29), gives

t f∫
0

∫
t

−Zν D V R =
t f∫

0

∫
t

R[∂ν(u − κ)Zν + �� Zν − ρ(t) + η] + R Zνdiv �(V )
� (V (u)) � (V (u))

16
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Fig. 14. Evolution of the control u versus optimization iteration (Section 5.3). The zero level set of φ is not shown (see Fig. 16). The curve � is plotted (at 
the final time of the forward simulation) with color according to κ (the additive curvature). The background control function u is plotted with its own 
color scale.

=
t f∫

0

∫
�t (V (u))

Zν [Rdiv �(V ) + R∂ν(u − κ) + ��R] + Rη

=
t f∫

0

∫
�t (V (u))

Zν A�
�R + Rη,

where we used the mean value zero property in (30), and integrated by parts. The result then follows. �
It is worthwhile to check if the perturbation field W solution of (20) is such that W · ν is mean value zero on �t . 

Recalling (20), (22), and applying a similar argument as in (27), we have

D V Zν − (νT(D V )ν)Zν = W · ν, on �t(V (u)) for all t ∈ (0, t f ). (33)
17
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Fig. 15. Decrease of the optimization cost (56) versus optimization iteration (Section 5.3).

Integrating over �t , we then get∫
�t

D V Zν + Zνdiv �(V ) −
∫
�t

Zν

[
div �(V ) + (νT(D V )ν)

]=
∫
�t

W · ν, (34)

or actually

d

dt

∫
�t

Zν −
∫
�t

Zνdiv V =
∫
�t

W · ν, (35)

for all t ∈ (0, t f ). Since Zν is mean value zero for all t ∈ (0, t f ), then W · ν is also mean value zero, provided V is extended 
in a divergence free way. This is certainly possible to do since V · ν is mean value zero. However, it is not necessary that 
this be done; we do not explicitly use W . In other words, for the numerical scheme we use, it is not necessary that W be 
mean value zero.

3.5. Decoupling the normal and tangential components of the adjoint

Comparing the two expressions (26) and (32) of the derivative J ′(u; η) indicates that R ≡ R · ν on �t(V (u)). We show 
that the normal component R ·ν and the tangential component R� of R can indeed be explicitly decoupled, but interestingly 
the proof is much less straightforward than the similar decoupling for Z performed in Section 3.4. In the case of Z , the 
projection of equations (22) onto the normal component ν naturally yields an independent system of equations for Zν , 
whereas for R the same projection does not reveal the decoupling of R · ν and R� . Nevertheless, we are able to show that 
the tangential component R� vanishes which yields the expected decoupling.

Define the time-dependent tangent space projection P = I − ν ⊗ ν on �t , and set R� := P R where R solves (24). Next, 
we derive an evolution equation for R� . Preliminary calculations give

P D V R = D V R� + [D V (ν ⊗ ν)]R = D V R� + D V ν(R · ν) + ν[(D V ν) · R],
= D V R� − (D�V )Tν(R · ν) − ν[νT(D�V )R�], (36)

where we used D V ν = −(D�V )Tν (see [41, Eqn. (5.38)]). Using (25), we have

P (A� R) = R�div �(V ) + (D�V )T R − κ(R · ν)P V . (37)

Using (37) and P V = 0, applying P to (24) yields

D V R� + (D�V )T P R − [νT(D�V )R�]ν + R�div �(V ) = 0, on �t(V (u)) for all t ∈ (0, t f ),

R�(t f , ·) = 0, on �t f (V (u)),
(38)

or equivalently

D V R� + [
(D�V )T − (ν ⊗ ν)(D�V ) + Idiv �(V )

]
R� = 0, on �t(V (u)) for all t ∈ (0, t f ),

R (t , ·) = 0, on �t f (V (u)),
(39)
� f

18
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Fig. 16. Evolution of the forward simulation using the final control obtained by the optimization (Section 5.3). The black curve is the zero level set of the 
time-varying φ. The curve � is plotted with color according to κ .

which can be viewed as a simple ODE for R� with zero right-hand-side and vanishing initial condition. Thus, R� ≡ 0 for all 
x ∈ �t and all t ∈ (0, t f ).

Hence R = rν for some scalar valued function r, so then (24) reduces to

D V (rν) + A�(rν) + μ(t)ν = −φν, on �t(V (u)) for all t ∈ (0, t f ),
19
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Fig. 17. Energy (4) of the forward simulation versus time (Section 5.3). The control obtained at the final optimization iteration is used here.∫
�t (V (u))

r(t, ·) = 0, for all t ∈ (0, t f ),

r(t f , ·) = 0, on �t f (V (u)). (40)

Upon noting that div �[(V · ν)rν] = (V · ν)rdiv �(ν) = (V · ν)rκ , the first line of (40) becomes

−φν = νD V r + rD V ν + rνdiv �(V ) + (V · ν)rκν + r(D V )Tν + ν��r − κV r + μ(t)ν,

= νD V r − r(D�V )Tν + rνdiv �(V ) + (V · ν)rκν + r(D V )Tν + ν��r − κV r + μ(t)ν,
(41)

on �t(V (u)) for all t ∈ (0, t f ). Taking the dot product with ν , and using (28), we arrive at

−φ = D V r + rdiv �(V ) + (V · ν)rκ + rνT(D V )ν + ��r − κ(V · ν)r + μ(t)

= D V r + rdiv �(V ) + r∂ν(u − κ) + ��r + μ(t),
(42)

on �t(V (u)) for all t ∈ (0, t f ). Therefore, r solves the scalar adjoint equation in (30). Since the solution is unique we obtain 
r ≡ R and consequently R ≡ R · ν .

4. Optimization method

We present the basic method for computing a local minimizer of (7). This discussion is formal in the sense that we as-
sume no topological changes in the forward problem, that the objective functionals are sufficiently smooth, etc. Algorithm 1
gives the optimization scheme for the continuous problem: it is based on Theorem 2 and on a standard steepest descent 
method. In the subsequent sections, we take the optimize then discretize approach, i.e., we follow Algorithm 1 and simply 
replace each step by the fully discrete finite element version.

4.1. Discretization

For simplicity, we will have a uniform time discretization, but this is not necessary. Thus, we have a set of discrete time 
points {ti}N

i=0, where t0 = 0, tN = t f , and ti+1 − ti = δt (for all i). Moreover, the surface evolution will be captured by a 
finite set of surfaces {�i}N

i=0, the evolution of which is specified in Section 4.2. Each �i is a triangulated surface with curved 
triangles. For simplicity of notation, we do not use a subscript h for �, u, η, and R . In other words, all solution variables 
here are discrete, finite element functions.

4.1.1. Standard finite element spaces
Let Th be a conforming, shape regular triangulation of D (that is not fitted to �i , for all i), and let G i

h be a conforming, 
shape regular curved surface triangulation of �i .

Let Sq
h be the space of continuous Lagrange finite elements over Th of degree q ≥ 1, with standard interpolation operator 

Iq
h; moreover, let S0

h be the space of piecewise constants on Th with projection operator I0
h . In addition, let Sq

h(�i) be the 
space of continuous Lagrange finite elements over G i of degree q ≥ 1, with standard interpolation operator π i,q; moreover, 
h h

20
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Algorithm 1: Continuous gradient flow algorithm.

Define φ , α > 0, t f > 0, TOL > 0, and initialize �0
0 or (equivalently) �0

0. Set an initial guess for the control u0, e.g., u0 := 0. For k ≥ 0, do the 
following.

1. Forward problem. Solve (3) on the interval (0, t f ] using uk , i.e., compute �t
k for all t ∈ (0, t f ].

2. Adjoint problem. Solve (30) on �t
k to obtain Rk(t) for all t ∈ [0, t f ).

3. Descent Direction. Solve the following variational problem: find ηk+1 ∈ H1
0(D) such that

a
(
ηk+1, ξ

)= −J ′(uk; ξ) = −
t f∫

0

∫
�t

k

Rkξ − α

∫
D

∇uk · ∇ξ, ∀ξ ∈ H1
0(D), (43)

where a (·, ·) is some useful positive-definite symmetric bilinear form (inner product); see (62).
4. Backtracking line-search:

(a) Initialize the step-size ρk+1 := 1.
(b) Trial update. uk+1 := uk + ρk+1ηk+1.
(c) Check for cost decrease. If

J (uk+1) <J (uk) (44)

then we accept uk+1 and go to step 5. Otherwise, replace ρk+1 ← ρk+1/2, and go back to step 4(b), and repeat.
5. Terminate. If |J (uk+1) −J (uk)| < TOL, then stop. Otherwise, k ← k + 1, and go to step 1.

let S0
h(�i) be the space of piecewise constants on G i

h with projection operator π i,0
h . We usually simplify notation and drop 

the polynomial degree, i.e., π i,0
h ≡ π i

h . We also have the L2 projection operator: Pq
h : L2(D) →Sq

h , for any q ≥ 0.
Next, we have the following discrete, bulk finite element spaces:

Uh(g) := Sq
h ∩ [g + H1

0(D)], (45)

and the following discrete surface finite element spaces:

Yh(�
i) := Sq

h(�
i), (46)

where q ≥ 1. In dealing with the evolving surfaces, we require the “obvious” transfer operator: �i
i−1 : Yh(�i−1) → Yh(�i), 

i.e., if v ∈ [Yh(�i−1)]n , then ṽ := �i
i−1 v := π i

h[v ◦ �−1] ∈ [Yh(�i)]n , where � : �i−1 → �i .

4.1.2. Geometric quantities
We have access to the additive curvature κ , as well as the normal velocity through our method for the forward problem 

(Section 4.2). We also need the so-called shape operator D�ν due to the following identity (48). Suppose ν is extended 
constant in the normal direction, then ∂νν = (Dν)ν = 0 and κ = divν; see [41]. Furthermore,

0 = div [(Dν)ν] = ∂i[(∂ jνi)ν j] = (∂ j∂iνi)ν j + (∂ jνi)(∂iν j)

= ∂ν(divν) + (Dν)T : (Dν) = ∂νκ + (Dν) : (Dν)

= ∂νκ + |D�ν|2,
(47)

where we used that Dν = D�ν (the shape operator) is a symmetric matrix. Therefore,

∂νκ = −|D�ν|2. (48)

In other words, we do not need an extension to compute ∂νκ . Note that |D�ν|2 is also equal to the sum of squares of the 
principal curvatures; see [12, p. 317].

4.2. Discretization of the forward problem

We use a variation of the Barrett-Garcke-Nürnberg method [9,8]. The sequence of {�i} will be represented by the 
following set of finite element functions: {xi}N

i=0, where x0 ≡ id�0 ∈ [Yh(�0)]n , X i+1 ∈ [Yh(�i)]n , for 0 ≤ i ≤ N − 1, and 
�i+1 := π i

h[X i+1(�i)], for 0 ≤ i ≤ N − 1.

4.2.1. Statement of the method
More specifically, given u ∈Uh(0), �i , we find X i+1 ∈ [Yh(�i)]n , κ̂ i+1 ∈ Yh(�i), λi+1 ∈R such that(

D� X i+1, D�Y
)

−
(
κ̂ i+1, Y · ν

)
+λi+1 (1, Y · ν)�i = 0, ∀Y ∈ [Yh(�

i)]n,

�i �i

21
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Fig. 18. Evolution of the forward simulation with perturbed initial circle with center at (0.02, 0.0) (Section 5.3). The control u was taken from the final 
iteration of the optimization.

−
(

X i+1 · ν, v
)

�i
− δt

(
κ̂ i+1, v

)
�i

= − (id�i · ν, v
)
�i − δt

(
π i

hu, v
)

�i
, ∀v ∈ Yh(�

i),(
X i+1 · ν,1

)
�i

= (
id�i · ν,1

)
�i ,

κ i+1 := κ̂ i+1 − λi+1 ∈ Yh(�
i),
22
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Fig. 19. Evolution of the forward simulation with perturbed initial circle with center at (0.04, −0.04) (Section 5.3). The control u was taken from the final 
iteration of the optimization.

V i+1 := π i
h

[
X i+1 − id�i

δt

]
∈ [Yh(�

i)]n, (49)

where κ i+1 is an approximation of the additive curvature of �i . The main distinction here between this method and the 
various methods of Barrett-Garcke-Nürnberg [9,8], is that we do not use mass-lumped inner products. The reason for this is 
23
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Fig. 20. Illustration of the zero level set of (65) (Section 5.4).

Fig. 21. Evolution of �t f versus optimization iteration (Section 5.4). The white (transparent) surface is the zero level set of φ. The surface � is plotted (at 
the final time of the forward simulation) with color according to κ (the additive curvature). Note that the coloring is affected by the transparent zero level 
set.

we compute the shape operator in (48) explicitly using the curved surface mesh (this is for solving the adjoint problem). 
The methods in [9,8] are entirely formulated on piecewise linear surface triangulations.

Numerical experiments demonstrate that the solvability of (49) is quite robust; see [14,17,40] for similar methods with 
proven well-posedness and stability results. The enclosed volume is well-preserved, even when fairly large time-steps are 
used. In addition, the mesh quality does not degenerate, i.e., the ratio of largest to smallest element remains uniformly 
bounded. Indeed, the time-step does not appear to greatly affect this. A full theoretical justification of (49) is beyond the 
scope of this paper, but is a point of future work.

4.2.2. Relation to continuous formulation
Let us now relate the formulation (49) to the continuous problem. Taking the mesh size to zero, and integrating the first 

equation in (49) by parts, we see that
24
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Fig. 22. Evolution of the control u versus optimization iteration (Section 5.4); a 2-D slice is shown. The slice of �, which is a curve, is plotted (at the final 
time of the forward simulation) with color according to κ . The background control function u is plotted with its own color scale.

Fig. 23. Decrease of the optimization cost (56) versus optimization iteration (Section 5.4).

−
(
�� X i+1, Y

)
�i

=
(
κ̂ i+1 − λi+1, Y · ν

)
�i

, ∀Y ∈ [Yh(�
i)]n. (50)

Next, formally taking δt → 0, this becomes

(κ, Y · ν)�t = (−��id�t , Y )�t = (
κ̂ − λ, Y · ν) t , ∀Y ∈ [H1(�t)]n, (51)
�
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Fig. 24. Evolution of the forward simulation using the final control obtained by the optimization (Section 5.4). The white (transparent) surface is the zero 
level set of φ. The surface � is plotted with color according to κ (the additive curvature).

where we used the identity −��id�t ≡ κν . Thus, κ = κ̂ − λ. In addition, taking the mesh size to zero and δt → 0, the third 
equation in (49) yields

(V · ν,1)�t = 0, ∀t ∈ [0, t f ]. (52)

Lastly, the second equation in (49) becomes

(V · ν, v)�t = (
u − κ̂, v

)
�t = (u − κ − λ, v)�t , ∀v ∈ H1(�t), (53)

which matches (3).
26



A. Laurain and S.W. Walker Journal of Computational Physics 438 (2021) 110373
Fig. 25. Energy (4) of the forward simulation versus time (Section 5.4). The control obtained at the final optimization iteration is used here.

4.3. Discretization of the adjoint

Now that we have the sequence {�i}, solving the adjoint problem (numerically) is relatively straightforward. Note that 
the adjoint evolution problem is solved backward in time; see (30). We begin by discretizing the material derivative D V R:

(D V R)(ti, ·) ≈ Ri − R̃ i+1

−δt
, on �i, with R̃ i = �i−1

i Ri, (54)

where R̃ i ∈ Yh(�i−1), Ri−1 ∈ Yh(�i−1), for all 1 ≤ i ≤ N . Next, let g := π i
hPh(∇u) ∈ Uh (i.e. the L2 projection). Then, given 

R̃ N := 0, we do the following for i = N − 1, ..., 2, 1, 0. Find Ri ∈ Yh(�i) and μi ∈R such that(
Ri − R̃ i+1

−δt
, Y

)
�i

+
(

Ridiv �i (V i+1), Y
)

�i
−
(
∇�Ri,∇�Y

)
�i

+
(

Riν i · g, Y
)

�i
+
(

Ri |D�i ν i |2, Y
)

�i
+ μi (1, Y )�i = −

(
π i

hφ(ti, ·), Y
)

�i
, ∀Y ∈ Yh(�

i),(
Ri,1

)
�i

= 0.

(55)

Note that the Laplace term seems to have the “wrong sign”, but the time-step is negative since the evolution problem is 
solved backward in time.

4.4. Discrete optimization method

The discrete optimization algorithm method mirrors Algorithm 1. The discrete cost is defined by

Jh(u) :=
N∑

i=0

ωi

∫
�i(u)

φ(ti, ·) + α

2
‖∇u‖2

L2(D)
, ∀u ∈Uh(0), (56)

where ωi are quadrature weights for the time integral (e.g., one can use the trapezoidal rule). Algorithm 2 gives the fully 
discrete method.

4.5. Integrating over unfitted domains

The computation of 
∫
�i(u)

φ(ti, ·) dx over a discrete, unfitted grid is problematic. A simple method, that avoids dealing 
with mesh intersections, could be to define a smoothed characteristic function χ i that represents �i , or project the smooth 
characteristic onto piecewise constant functions over the background grid Th . Then, simply replace 

∫
�i(u)

φ(ti, ·) dx with∫
χ iφ(ti, ·)dx,
D

27



A. Laurain and S.W. Walker Journal of Computational Physics 438 (2021) 110373
Algorithm 2: Discrete gradient flow algorithm.

Define φ , α > 0, t f > 0, N = t f /δt , TOL > 0, and initialize �0
0 or (equivalently) �0

0. Set an initial guess for the control u0, e.g., u0 := 0. For k ≥ 0, do 
the following.

1. Forward problem. Solve (49) using uk , i.e., compute {�i
k}N

i=0.

2. Adjoint problem. Solve (55) on {�i
k}N

i=0 to obtain {Ri
k}N

i=0.
3. Descent Direction. Solve the following variational problem: find ηk+1 ∈Uh(0) such that

a
(
ηk+1, ξ

)= −
N∑

i=0

ωi

∫
�i

k

Ri
k(π

i
hξ) − α

∫
D

∇uk · ∇ξ, ∀ξ ∈Uh(0), (57)

where a (·, ·) is a positive-definite symmetric bilinear form (inner product); see (62).
4. Backtracking line-search:

(a) Initialize the step-size ρk+1 := 1.
(b) Trial update. uk+1 := uk + ρk+1ηk+1.
(c) Check for cost decrease. If

Jh(uk+1) <Jh(uk) (58)

then we accept uk+1 and go to step 5. Otherwise, replace ρk+1 ← ρk+1/2, and go back to step 4(b), and repeat.
5. Terminate. If |Jh(uk+1) −Jh(uk)| < TOL, then stop. Otherwise, k ← k + 1, and go to step 1.

and integrate in a standard way over Th . However, the accuracy of this approach could be an issue.
Hence, we opted for the following approach, which still avoids mesh intersections but incurs some additional computa-

tional cost. For each i, let σ i ∈S2
h ⊂ [H1(D)]n be a piecewise quadratic vector field such that

divσ i(·) = φ(ti, ·), in D,

σ i = 0, on ∂D,
(59)

We implement this construction by solving a discrete Stokes problem with standard Taylor-Hood elements. Since the level 
set function is predetermined, this can be done offline. Then, we can make the following approximation:∫

�i

φ(ti, ·)dx =
∫
�i

divσ i dx =
∫
�i

σ i · ν dS(x) ≈
∫
�i

(π i
hσ

i) · ν dS(x). (60)

Thus, the only geometric approximation error is due to interpolating σ i onto �i ; moreover, this only requires finding the 
location of the vertices of �i within the background grid Th in order to evaluate π i

hσ
i , i.e., we do not need to know how 

the elements of �i intersect the elements of Th . We apply the same approach for computing the “energy” (4) of �i in the 
gradient flow of the forward problem as it depends on the control u integrated over �i .

5. Numerical results

We present examples in two and three dimensions. In both cases, we seek a time-independent control u that drives the 
space-time tube Q �(V (u)) toward a target trajectory Q d . In each experiment, the target trajectory Q d is defined as the 
sublevel set of a given function φ; see (5). In Section 5.3 a time-dependent φ is used, while in the other experiments φ is 
independent of time. All computations were done using the Matlab/C++ FEM toolbox FELICITY [42]. All 3-D linear system 
solves use the algebraic multi-grid solver (AGMG) [32,30,31,33]; the Stokes system is solved using the method in [34,35]. 
All 2-D solves simply use the “backslash” command in Matlab.

5.1. Two-dimensional T-shape

This example seeks to find u such that the curve � evolves toward a T-shape. The time-independent level set function is 
given by

φ(x, y) = m̃in
(

max(|x + 0.60| − 0.05,0)2 + max(|y| − 0.8,0)2 − (0.2)2,

max(|x + 0.25| − 1.05,0)2 + max(|y − 0.75| − 0.05,0)2 − (0.2)2
)
,

(61)

where m̃in(a, b) := (a + b)/2 − |a − b|ε/2 and |s|ε := √
s2 + ε2 with ε = 0.02. For the forward problem, the time interval is 

[0, t f ] with t f = 3 and N = 100 time steps. The initial curve �0 is specified to be a circle of radius 0.81. In addition, we 
used a piecewise quadratic approximation of the curve for the method in (49), with 200 edges in the mesh.
28



A. Laurain and S.W. Walker Journal of Computational Physics 438 (2021) 110373
Fig. 26. Evolution of the forward simulation with perturbed initial sphere with center at (0.2, 0.0, 0.0) (Section 5.4). The control u was taken from the final 
iteration of the optimization.

The optimization parameters are as follows. The “hold-all” domain is D = [−2, 2]2, α = 10−4, discretized with a uniform 
triangular mesh consisting of 20201 vertices, and 40000 triangles. The inner product a (·, ·) in (57) is given by the following 
positive-definite bilinear form

a (η, ξ) =
∫
D

ηξ dx + β

∫
D

∇η · ∇ξ dx, (62)

where β = 0.1. The second integral in (62) has a regularizing effect when solving (57) and the coefficient β was chosen 
heuristically to adjust the regularization level. The initial guess for u is simply u0 ≡ 0, which causes � to remain a circle for 
all time.

Fig. 2 shows how the control u is updated by the optimization. Clearly, the control is chosen to drive � to the desired 
shape represented by the black curve. A plot of the objective functional cost (56) is shown in Fig. 3.
29



Fig. 27. Evolution of the forward simulation with perturbed initial sphere with center at (0.22, 0.22, 0.22) (Section 5.4). The control u was taken from the 
final iteration of the optimization.

Fig. 4 shows the evolution of the forward simulation using the control obtained at the final optimization iteration. Fig. 5
shows the “energy” of the forward simulation versus time, where the energy is defined by (4).

Fig. 6 shows the evolution of � with a perturbed initial circle, i.e., the center of the circle is (0.02, 0.0). Here, � does 
not converge toward the desired shape. However, using an initial center of (0.01, 0.0) yields an evolution similar to Fig. 4. 
Fig. 7 shows the case where the initial circle center is (0.0, −0.02). Again, � does not converge toward the desired shape, 
but using an initial center of (0.0, −0.01) yields an evolution similar to Fig. 4. Hence, the optimal control found is sensitive 
to perturbations of the initial condition.

5.2. Two-dimensional dumbbell

This example seeks to find u such that the curve � evolves toward a dumbbell shape. The time-independent level set 
function is given by
A. Laurain and S.W. Walker Journal of Computational Physics 438 (2021) 110373
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Fig. 28. Illustration of the zero level set of (66) (Section 5.5).

Fig. 29. Evolution of �t f versus optimization iteration (Section 5.5). The white (transparent) surface is the zero level set of φ. The surface � is plotted (at 
the final time of the forward simulation) with color according to κ (the additive curvature). Note that the coloring is affected by the transparent zero level 
set.
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Fig. 30. Evolution of the control u versus optimization iteration (Section 5.5); a 2-D slice is shown, with slice normal n = (1, 0, 0) and passing through the 
point (−0.85, 0, 0). The slice of �, which is a curve, is plotted (at the final time of the forward simulation) with color according to κ . The background 
control function u is plotted with its own color scale.

φ(x, y) = 2.4 −
2∑

i=1

[( x

1.35
+ ai

)2 +
( y

1.35
+ bi

)2 + 0.1

]−1/2

, (63)

where a1 = −0.75, a2 = +0.75, b1 = 0.0, b2 = 0.0. For the forward problem, the time interval is [0, t f ] with t f = 1 and 
N = 60 time steps. The initial curve �0 is specified to be a circle of radius 1.0. In addition, we used a piecewise quadratic 
approximation of the curve for the method in (49), with 100 edges in the mesh.

The optimization parameters are as follows. The “hold-all” domain is D = [−2, 2]2, α = 10−4, discretized with a uniform 
triangular mesh consisting of 7321 vertices, and 14400 triangles. The inner product a (·, ·) in (57) is given by (62). The initial 
guess for u is simply u0 ≡ 0, which causes � to remain a circle for all time.

Fig. 8 shows how the control u is updated by the optimization. Clearly, the control is chosen to drive � to the desired 
shape represented by the black curve. A plot of the objective functional cost (56) is shown in Fig. 9.

Fig. 10 shows the evolution of the forward simulation using the control obtained at the final optimization iteration. 
Fig. 11 shows the “energy” of the forward simulation versus time, where the energy is defined by (4).

Fig. 12 shows the evolution of � with a perturbed initial circle, i.e., the center of the circle is (0.2, 0.0). Fig. 13 shows 
the case where the initial circle center is (0.3, 0.3). Hence, the optimal control found appears to be somewhat robust to 
perturbations of the initial condition. Of course, a sufficiently large perturbation will cause the curve to evolve to a circle 
outside of the zero level set.
32



A. Laurain and S.W. Walker Journal of Computational Physics 438 (2021) 110373
Fig. 31. Decrease of the optimization cost (56) versus optimization iteration (Section 5.5).

5.3. Two-dimensional oscillating ellipse

This example looks for a control u (fixed in time) so that the curve � evolves so as to match an oscillating ellipse as 
well as possible. The time-varying level set function is given by

φ(t, x, y) =
((

x

a(t)

)2

+
(

y

b(t)

)2
)1/2

− 1, a(t) = 1 + r0 sin(ω0t), b(t) = 1

a(t)
, (64)

where r0 = 0.48, ω0 = 2π . For the forward problem, the time interval is [0, t f ] with t f = 1 and N = 50 time steps. The 
initial curve �0 is specified to be a circle of radius 1.0. In addition, we used a piecewise quadratic approximation of the 
curve for the method in (49), with 100 edges in the mesh.

The optimization parameters are as follows. The “hold-all” domain is D = [−2, 2]2, α = 10−4, discretized with a uniform 
triangular mesh consisting of 8581 vertices, and 16900 triangles. The inner product a (·, ·) in (57) is given by (62). The initial 
guess for u is simply u0 ≡ 0, which causes � to remain a circle for all time.

Fig. 14 shows how the control u is updated by the optimization. The control is chosen to drive the evolution of � toward 
a kind of “average” of the desired trajectory dictated by (64). A plot of the objective functional (56) is shown in Fig. 15.

Fig. 16 shows the evolution of the forward simulation using the control obtained at the final optimization iteration. We 
observe that �t is able to follow the time-dependent trajectory to some extent, even though the control is stationary. Fig. 17
shows the “energy” of the forward simulation versus time, where the energy is defined by (4).

Fig. 18 shows the evolution of � with a perturbed initial circle, i.e., the center of the circle is (0.02, 0.0). Here, � does not
match the desired evolution as well as before. Using an initial center of (0.005, 0.0) yields an evolution similar to Fig. 16. 
Fig. 19 shows the case where the initial circle center is (0.04, −0.04). Here, the match is worse. Using an initial center of 
(0.005, −0.005) yields an evolution similar to Fig. 16. In this case, the optimal control found is sensitive to perturbations of 
the initial condition.

5.4. Three-dimensional dumbbell

This example seeks to find u such that the surface � evolves toward a dumbbell shape. The time-independent level set 
function is given by

φ(x, y, z) = 2.4 −
2∑

i=1

[( x

1.52
+ ai

)2 +
( y

1.52
+ bi

)2 +
( z

1.52
+ ci

)2 + 0.1

]−1/2

, (65)

where a1 = −0.75, a2 = +0.75, b1 = 0.0, b2 = 0.0, c1 = 0.0, c2 = 0.0 (Fig. 20 illustrates the zero level set of (65)). For the 
forward problem, the time interval is [0, t f ] with t f = 1 and N = 10 time steps. The initial surface �0 is specified to be a 
sphere of radius 1.0. In addition, we used a piecewise quadratic triangular surface mesh for the method in (49), with 2048
triangles and 1026 vertices.

The optimization parameters are as follows. The “hold-all” domain is D = [−2.5, 2.5]3, α = 10−4, discretized with a 
uniform tetrahedral mesh consisting of 137720 vertices, and 768000 tetrahedra. The inner product a (·, ·) in (57) is similar 
to (62), where β = 0.1. The initial guess for u is simply u0 ≡ 0, which causes � to remain a sphere for all time.
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Fig. 32. Evolution of the forward simulation using the final control obtained by the optimization (Section 5.5). The white (transparent) surface is the zero 
level set of φ. The surface � is plotted with color according to κ (the additive curvature).

Fig. 21 shows how �t f changes based on the optimization iteration, while Fig. 22 shows how the control u is updated 
by the optimization. Clearly, the control is chosen to drive � to the desired shape (see the transparent white surface). A plot 
of the objective functional cost (56) is shown in Fig. 23.

Fig. 24 shows the evolution of the forward simulation using the control obtained at the final optimization iteration. 
Fig. 25 shows the “energy” of the forward simulation versus time.
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Fig. 33. Energy (4) of the forward simulation versus time (Section 5.5). The control obtained at the final optimization iteration is used here.

Fig. 26 shows the evolution of � with a perturbed initial sphere, i.e., the center of the sphere is (0.2, 0.0, 0.0). Fig. 27
shows the case where the initial sphere center is (0.22, 0.22, 0.22). Hence, the optimal control found appears to be some-
what robust to perturbations of the initial condition. Of course, a sufficiently large perturbation will cause the sphere to 
evolve to a sphere outside of the zero level set.

5.5. Three-dimensional smoothed tetrahedron

This example seeks to find u such that the surface � evolves toward a smoothed tetrahedral shape. The time-independent 
level set function is given by

φ(x) = 1

4.1
F
(
�4

i=1|x − ai| − 6.0
)

, F (s) =
{

s, if s < 1,

log(s) + 1, else,
(66)

where x = (x, y, z) and

a1 = (−0.7,−0.9,−0.9), a2 = (1.1,−0.9,−0.9), a3 = (−0.9,1.1,−0.9), a4 = (−0.9,−0.9,1.1).

Fig. 28 illustrates the zero level set of (66). For the forward problem, the time interval is [0, t f ] with t f = 2 and N = 20 time 
steps. The initial surface �0 is specified to be a sphere, centered at (−0.5, −0.5, −0.5), of radius 1.0656832. In addition, we 
used a piecewise quadratic triangular surface mesh for the method in (49), with 2048 triangles and 1026 vertices.

The optimization parameters are as follows. The “hold-all” domain is D = [−2.5, 2.5]3, α = 10−3, discretized with a 
uniform tetrahedral mesh consisting of 137720 vertices, and 768000 tetrahedra. The inner product a (·, ·) in (57) is similar 
to (62), where β = 0.1. The initial guess for u is simply u0 ≡ 0, which causes � to remain a sphere for all time.

Fig. 29 shows how �t f changes based on the optimization iteration, while Fig. 30 shows how the control u is updated by 
the optimization. Clearly, the control is chosen to drive � to the desired shape (see the transparent white surface), although 
the match is not perfect. A plot of the objective functional cost (56) is shown in Fig. 31.

Fig. 32 shows the evolution of the forward simulation using the control obtained at the final optimization iteration. 
Fig. 33 shows the “energy” of the forward simulation versus time.

Fig. 34 shows the evolution of � with a perturbed initial sphere, i.e., the center of the sphere is (−0.5, −0.3, −0.5). 
Fig. 35 shows the case where the initial sphere center is (−0.3, −0.3, −0.3). Hence, the optimal control found appears to be 
somewhat robust to perturbations of the initial condition. Of course, a sufficiently large perturbation will cause the sphere 
to evolve to a sphere outside of the zero level set.

6. Conclusion

We have developed a methodology for performing optimal PDE control of geometrically driven flows. A central concept in 
the method is the transverse field which accounts for the evolution of the domain and appears in the sensitivity analysis with 
respect to perturbations of the corresponding space-time tube. An important contribution of the paper is the introduction of 
an adjoint transverse field to compute the derivative of the cost functional, appearing as the solution of a backward parabolic 
equation with terminal conditions on the boundary of the space-time tube. In this way, we extend the usual adjoint calculus 
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Fig. 34. Evolution of the forward simulation with perturbed initial sphere with center at (−0.5, −0.3, −0.5) (Section 5.5). The control u was taken from the 
final iteration of the optimization.

from PDE-constrained optimization to optimal control of gradient flows. As a test problem, we consider optimal control of 
the mean curvature flow equation with volume constraint via a forcing term. The methodology is general and the derivation 
we present can be extended to incorporate other geometrically driven flows.

Furthermore, we present an effective numerical scheme that captures the geometric evolution of the (forward) problem 
with reasonable efficiency, as well as a discrete optimization method for finding an optimal control that minimizes our 
tracking type objective functional. We also demonstrated that our optimal control results can be sensitive to initial pertur-
36



A. Laurain and S.W. Walker Journal of Computational Physics 438 (2021) 110373
Fig. 35. Evolution of the forward simulation with perturbed initial sphere with center at (−0.3, −0.3, −0.3) (Section 5.5). The control u was taken from the 
final iteration of the optimization.

bations of the forward problem. In other cases, the results are reasonably robust. The sensitivity is probably linked to the 
complexity of the desired shape. Improving the robustness of the control, through modification of the optimization scheme, 
will be a topic for further investigation.

Several questions remain, however, about this framework. Proving rigorous differentiability results about the forward 
problem, with respect to the control, appears to be extremely challenging. Indeed, this would require advanced regularity 
results about PDEs on moving surfaces as well as geometric and regularity properties of general gradient flows, which 
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are still active research topics. In addition, there are many open numerical questions, such as convergence of the forward 
problem and of the optimal control.

Furthermore, it is not clear what are the “reachable states” of the forward problem, i.e., what kind of stationary states can 
we drive the evolution toward? Our numerical results indicate that regions with high curvature or geometric singularities 
may be difficult or impossible to reach. One reason is that MCF is an evolution problem, and it is not obvious that a 
control, that is time-independent, can guide the surface toward an arbitrary shape (even if α = 0, i.e., without Tikhonov 
regularization). Another reason is that MCF is a diffusive equation that smooths out the effect of the control u, which could 
be limiting. A full investigation of the effects of α is quite involved; even if α is set to zero, the finite size of the mesh 
will create some regularization. Another relevant question raised by our numerical experiments is to understand how close 
one can get to time-independent or time-dependent trajectories using a stationary control. It seems that understanding the 
“exact reachability” or “approximate reachability” of target shapes will require more analysis that remains to be developed.
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