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ABSTRACT Bacteriophages densely pack their long double-stranded DNA genome inside a protein capsid. The conformation of the viral genome inside the capsid is consistent with a hexagonal liquid crystalline structure. Experiments have confirmed that the details of the hexagonal packing depend on the electrochemistry of the capsid and its environment. In this work, we propose a biophysical model that quantifies the relationship between DNA configurations inside bacteriophage capsids and the types and concentrations of ions present in a biological system. We introduce an expression for the free energy that combines the electrostatic energy with contributions from bending of individual segments of DNA and Lennard-Jones-type interactions between these segments. The equilibrium points of this energy solve a partial differential equation that defines the distributions of DNA and the ions inside the capsid. We develop a computational approach that allows us to simulate much larger systems than what is possible using the existing molecular-level methods. In particular, we are able to estimate bending and repulsion between the DNA segments as well as the full electrochemistry of the solution, both inside and outside of the capsid. The numerical results show good agreement with existing experiments and with molecular dynamics simulations for small capsids.

INTRODUCTION

Bacteriophages are viruses that infect bacteria. Icosahedral double-stranded DNA bacteriophages pack their genome in a roughly spherical protein capsid. The length of the genome is on the order of tens of microns, whereas the diameter of the capsid is in the 10–50 nm range. The tightly packaged DNA molecule forms liquid crystal phases that have been observed and confirmed by both experimental and theoretical studies since the 1980s (1–10). The infectivity of bacteriophages, partly determined by the packing on their genome, has stimulated a number of potential applications, ranging from phage therapy (11) and drug discovery (12, 13) to the food industry (14).

The structure and properties of the viral DNA inside protein capsids have been modeled using both continuum (15, 16) and molecular simulations, including Monte Carlo (17–19), energy minimization (20), Brownian dynamics (21–25), Langevin dynamics (26), and molecular dynamics (27). These molecular-level methods are capable of predicting the trajectory of the viral genome and elucidating liquid crystalline properties (23). However, computational costs limit the size of a system that can be simulated to genomes that are only a few thousand basepairs in length.

In (28, 29), we adopted the view that DNA packed inside the capsid is in a columnar hexagonal liquid crystalline state and that the equilibrium configuration of the system is determined in competition between DNA bending, electrostatic, and entropic effects (30). In (28), we used a continuum
mechanics model to study the liquid crystal structure of the encapsidated genome. This model is motivated by the data obtained with cryo-electron microscopy. The data suggest that DNA is in a disordered state in the middle of the capsid, whereas it forms an ordered structure in the vicinity of the capsid wall (31,34). The ordered region features locally parallel DNA segments that form a triangular lattice on a perpendicular cross section. In (28), the encapsidated DNA is characterized by a director—a unit vector representing the preferred local orientation of the DNA segments—and a scalar order parameter reflecting the degree of order of the DNA packing. This parameter can be assumed to be equal to 1 in the ordered region, whereas it equals 0 in the disordered region. The model incorporates three energy contributions for the entropic cost of the disordered region, the bending of the DNA molecule in the ordered region, and the DNA-DNA interactions. Numerical results show that the DNA segments wind around the axis of the capsid in the ordered region and predict the osmotic pressure inside the capsid, as well as the size of the disordered region. The DNA-DNA interaction term is a macromolecular model of the form introduced by de Gennes and Klemm (35,36) and by Oswald and Pieransky (37).

Because electrochemistry plays a significant role in the packing (38,39), folding (40,41), and ejection of the viral genome (31,42,43), here we build upon the methods in (28) to further characterize how ions affect DNA-DNA interactions in the ordered region of the genome, their distribution, and energetics inside the capsid.

The DNA chain is negatively charged, with a linear charge density of about $6e/nm$, where $e$ is the elementary charge. The aqueous environment with a high ionic concentration plays an essential role in screening the electrostatic repulsion between the DNA segments and neutralizing the overall charge distribution. Experiments and molecular simulations have shown that the encapsidated DNA structure is sensitive to, and can be controlled by, the ionic conditions (31,40,41,43,44). For example, single-molecule studies and molecular dynamics simulations show that high concentrations of positive ions may induce DNA condensation, significantly increasing the shear stresses of the DNA molecule and reducing the pressure inside the capsid (27,38). With increasing salt concentration and the resulting increase in concentrations of positive counterions, the spacing between two DNA segments reduces because both DNA self-repulsion and resistance to bending are weaker under these conditions (41).

Ions affect the DNA conformation inside the viral capsid according to two possible mechanisms. The first one is through mean-field electrostatic interactions, which account for basic DNA-DNA repulsion and can be described by the Poisson-Boltzmann theory (45). The second one is by changing the DNA persistence length. This goes beyond the mean-field description of the electrostatics and can be accounted for through the Debye-Hückel theory with charge renormalization (45,46). Various approximations have been proposed to model the dependence of the persistence length on the environmental ionic conditions. These include the Odijk-Skolnick-Fixman (OSF) model for high ionic conditions (47,48), the OSF-Manning formula that offers a correction to the OSF model for low ion concentrations (49), the Netz-Orland model that agrees with a wide range of experimental data using two fitting parameters (50), and an interpolation formula with four fitting parameters that works for the whole ionic strength range (51). Here, we use the OSF model because the goal of this work is to consider ionic solutions comparable to those found in experimental systems (41).

In addition to considering the electrostatic contributions, we use the Oseen-Frank energy to penalize the bending distortions of the hexagonal chromonic liquid crystal structure (29) and introduce the repulsive Lennard-Jones potential to account for the interaction between nearby DNA segments. The goal of this work is to provide a simple and efficient model that describes the connection between ionic effects and the DNA distribution in a bacteriophage capsid. The approach proposed here provides a fast alternative to molecular simulations that investigate the role of ionic conditions on packing of DNA in bacteriophage capsids. Indeed, for bacteriophages with long genomes, our model provides the only computationally feasible alternative that captures the qualitative features of an ionic state of a bacteriophage capsid and is capable of making quantitative predictions regarding the behavior of this system. A further advantage of our model is that any changes in the ionic conditions are automatically incorporated into the set of governing equations without any structural modifications to the model. Because of its consistent mathematical formulation, our framework is also amenable to incorporating additional effects, including attraction between DNA segments (25,52), the presence of multivalent ionic groups and condensing agents, and the degree of permeability of the capsid to different ionic species.

This work is organized as follows. The Materials and methods section presents the details of the analytical and computational model of the packaged DNA in the presence of ions. The Results and discussion section describes the outcomes of numerical simulations for a small “virtual” capsid and for the bacteriophage P4. Our observations are in qualitative agreement with previously published experimental and simulation results (27,41). In particular, we show that 1) the center region of the capsid cannot be occupied by ordered DNA segments because of a prohibitively large bending energy, 2) the DNA has ordered packing near the capsid wall with the repulsion between the DNA segments preventing the DNA density from being too large, 3) the presence of ions decreases variation of the DNA density in the ordered state, 4) the distance between nearby
DNA segments decreases with increasing ionic concentrations, and 5) as more DNA is packed into the capsid, the total energy of the system increases, and the packing process becomes more and more difficult.

**MATERIALS AND METHODS**

In this section, we focus on studying the local densities of ordered DNA basepairs and ions. We define the free energy of this multicomponent system by combining ideas from electrochemistry and the theory of nematic liquid crystals. Then, the equilibrium distributions of the DNA and ions can be determined by finding the minimizers of the free energy, which entails solving a set of nonlinear partial differential equations (PDEs).

**Geometry of the viral capsid and encapsidated DNA**

The bacteriophage capsid is a protein enclosure that typically has an icosahedral shape. For simplicity, we describe it as a rigid sphere of radius \( r_0 \),

\[
\mathcal{B} = \left\{ \left( r, \theta, z \right) \mid r_0 \leq z \leq r_0, 0 \leq \theta < 2\pi, 0 \leq r \leq \sqrt{r_0^2 - z^2} \right\},
\]

where \( (r, \theta, z) \) are cylindrical coordinates. We suppose that the unit vectors \( \hat{e}_r, \hat{e}_\theta, \) and \( \hat{e}_z \) point in the directions of increasing \( r, \theta, \) and \( z, \) respectively. As shown in Fig. 1a, the DNA chain winds in the direction of \( \hat{e}_\theta, \) around the \( z \) axis, which is assumed to be perpendicular to the plane of the figure. It is worth mentioning that any shape of the capsid with axial symmetry can be treated in a similar way as described in the later sections.

To reduce the problem further, we postulate that the director field \( \vec{n} \) is equal to the unit vector \( \hat{e}_\theta, \) which is shown to be a good approximation in (28). This allows us to assume that the entire system is rotationally symmetric so that all equations are independent of \( \theta. \) The intersection of the DNA with the \( r-z \) plane is a hexagonal lattice, as illustrated in Fig. 1b. The cross-sectional density is a function in space, denoted as \( m_i(r, z). \) Thus, the concentration of DNA is \( c_i(r, z) = \eta m_i(r, z), \) where \( \eta \) is a constant representing the line number density along the DNA chain. Here, we choose \( \eta = 3 \) \( \text{nm}^{-1}, \) corresponding to the rise of one basepair of DNA along the chain (i.e., about 0.34 nm) (53).

Note that we do not explicitly enforce connectivity of the DNA molecule in our model. From the energetic point of view, we assume that the energy of stretching of the DNA molecule along its axis to is negligible compared with that from other contributions. This has been shown to be true by molecular simulations by Petrov and Harvey (54). The information about the director field and the density of the DNA can be used to reconstruct a family of continuous curves representing possible configurations of a spooled DNA chain. Specifically, considering that the director field is tangent to the center curve of the DNA, the latter can be obtained by direct integration. Moreover, this framework also allows accounting for DNA stretching by relaxing the unit length constraint on the director field—a well-known procedure in liquid crystal modeling (55).

There are \( N \) ionic species in the system, whose valences and concentrations are denoted by \( z_i \) and \( c_i(r, z) \) for \( 1 \leq i \leq N, \) respectively. The exterior of the capsid containing ions is described as a large cylinder

\[
\mathcal{Q} = \{ (r, \theta, z) \mid L \leq z \leq L, 0 \leq \theta < 2\pi, 0 \leq r \leq L \},
\]

with the height and the radius \( L, \) where \( L > r_0 \) so that the cylinder contains the capsid \( \mathcal{B} \) in its interior.

**Free energy of encapsidated DNA in the presence of ions**

We define the total free energy of the system as follows:

\[
E_{cap}[c_i(r, z)] = \int_B k_B \nabla \cdot \vec{n} \times \vec{n} \, dx + \frac{1}{2} \sum_{i=0}^{N} \int_B \gamma c_i \log c_i \, dx + \int_B f(c_0) \, dx
\]

\[
+ k_B T \int_B \left[ \gamma c_0 \log c_0 + \sum_{i=1}^{N} c_i \log c_i \right] \, dx + \int_B f(c_0) \, dx. \tag{3}
\]

The first term comes from the Oseen-Frank free energy of liquid crystals, describing the bending energy of the DNA segments. Note that the energy corresponding to splay and twist vanishes because of \( \vec{n} = \hat{e}_\theta. \) The bending coefficient \( k_3 \) is proportional to the number density of the DNA segments and to the persistence length \( l_p \) of DNA (15,25):

\[
k_3 = k_B T l_p m_0. \tag{4}
\]

FIGURE 1 Configuration of packed DNA inside a bacteriophage capsid. (a) Side view parallel to the axial direction. The black circle represents the protein capsid, and the blue curve describes the ordered structure of the DNA chain. The red dots in the center describe the disordered core region. (b) Side view perpendicular to the axial direction; each dot represents the intersection of a DNA segment with the cross section. The dots are locally arranged in a hexagonal lattice structure. Note that the distance between neighboring DNA segments may change in space as a function of the distance to the center of the capsid. To see this figure in color, go online.
The dependence of the DNA persistence length $\ell_p$ on the ionic condition is modeled using the OSF theory,

$$
\ell_p = \ell_0 + \frac{q^2}{16\pi\sum_{i=1}^{N} z_i^2 e_i^2 c_i}.
$$

Here, $e$ is the elementary charge, and $qe$ is the DNA line charge density. The constant $\ell_0$ represents the persistence length of the DNA when the ionic concentrations approach infinity. It can be obtained by fitting the experimental data (51).

The second term in Eq. 3 describes the electrostatic energy, where $\phi$ is the mean electrical potential, satisfying Poisson’s equation:

$$
-\epsilon \nabla^2 \phi = \sum_{i=0}^{N} z_i e_i c_i.
$$

The scalar $\epsilon$ represents the dielectric coefficient, and $z_0 = q\epsilon\mu e$ describes the valence of one DNA basepair. The boundary condition is Dirichlet $\phi = 0$ on $\partial \Omega$, which describes the overall charge neutrality in the large box $\Omega$.

The third term in Eq. 3 captures the contribution from the entropy of DNA and all ionic species. Here, the entropic density of the two-dimensional hexagonal structure of DNA is proportional to $k_b T m_0(r,z) \log m_0(r,z)$, multiplied by the factor of $2\pi r$, where the cylindrical coordinate $r$ is the radius of the DNA segment. This expression is equivalent to the DNA entropy in Eq. 3. It also contains a constant weight $\gamma$ that accounts for the fact that DNA is a polymer, unlike the mobile ions. This is a typical assumption in the Flory-Huggins theory of polymers (56-58).

The fourth term in Eq. 3 describes the interaction between the DNA segments inside the capsid. Considering that the DNA chain is tightly packed, we use the standard 6-12 Lennard-Jones potential to represent the interactions between DNA segments. Ignoring the weak attraction, we model the repulsion between neighboring DNA segments by $f(c_0) = \frac{\alpha}{c_0}$, where $\alpha$ is a coefficient controlling the strength of the repulsion. This energy accounts for the contribution from the elasticity of the system and prevents the DNA density from being unreasonably high. The attraction term in the Lennard-Jones potential could only have minor effects by slightly increasing the DNA density in the regions with low DNA concentration.

Now, the total energy simplifies to

$$
E_{\text{cap}}[c(r,z)] = \int_{\Omega} f(c_0) dx + \frac{1}{2} \sum_{i=0}^{N} z_i e_i \phi dx + k_b T \int_{\Omega} \left[ \gamma c_0 \log c_0 + \sum_{i=1}^{N} c_i \log c_i \right] dx + k_b T \int_{\partial \Omega} \alpha c_i^2 dx.
$$

**Governing equations for the equilibrium distribution**

In this section, we derive the set of partial differential equations governing the equilibrium distributions of DNA and ions both inside and outside of the capsid. The chemical potential of each species is obtained by computing the variation of the total energy (Eq. 8) with respect to the concentrations of that species. It follows that the concentrations of the DNA and the ions are given implicitly by a modified Boltzmann’s distribution. They can now be determined with the help of the Poisson’s equation, taking the form of a modified Poisson-Boltzmann equation.

We first calculate the chemical potential of DNA,

$$
\mu_0 = \frac{\delta E_{\text{cap}}}{\delta c_0}(r,z) = z_0 e \phi + k_b T (\log c_0 + 1) + \chi \left( \frac{\ell_p}{\eta^2} + 7\alpha e_0^2 \right), \quad \text{in } \Omega,
$$

where $\chi = 1$ in $B$ and $\chi = 0$ in $\Omega/B$. In equilibrium, the chemical potential of DNA must be constant in $\Omega$ and $\Omega/B$, respectively, i.e.,

$$
\mu_0 = \left\{ \begin{array}{ll}
\mu_0^{b,in}, & \text{in } \Omega, \\
\mu_0^{b,out}, & \text{in } \Omega/B.
\end{array} \right.
$$

Equation 10 describes the fact that the capsid $B$ is not permeable to the DNA. Indeed, DNA can only be packaged inside or ejected from the capsid through the connector region. Modeling the packaging and ejection process is beyond the scope of this article. Here, $\mu_0^{b,in}$ and $\mu_0^{b,out}$ are two constants to be determined from the mass conservation of DNA,

$$
\int_{\Omega} c_0 dx = N_0, \quad \int_{B} c_0 dx = N_p.
$$

Equations 9, 10, and 11 together implicitly determine the equilibrium distribution of ions. Because equation Eq. 9 is highly nonlinear, an explicit form of the distribution is not expected.

Likewise, the chemical potentials of ions are

$$
\mu_i = \frac{\delta E_{\text{cap}}}{\delta c_i}(r,z) = z_i e \phi + k_b T (\log c_i + 1) - \chi \frac{k_b T c_0 q_i^2 z_i^2}{16\pi\eta^2 (\sum_{j=1}^{N} z_j^2 e_j)^2}, \quad \text{in } \Omega.
$$

It should be noticed that the capsid $B$ is permeable to the ions. At equilibrium, the chemical potential of each ionic species should be a constant in $\Omega$,

$$
\mu_i = \mu_i^b, \quad i = 1, 2, \ldots, N,
$$

where $\mu_i^b$ is a constant to be determined from the mass conservation of the $i$th species,

$$
\int_{\Omega} c_i dx = N_i.
$$

Here, $N_i$ describes the number of the $i$th ion in the system. Equations 12, 13, and 14 give the implicit distribution of ions.

Combining these distributions with Poisson’s equation Eq. 6, we obtain a closed system of PDEs, which is in the form of a modified Poisson-Boltzmann’s equation. Directly solving this system is a challenging task because of its high nonlinearity. Instead, we consider the following modified Poisson-Nernst-Planck equations, based on the gradient flow approach,
The boundary conditions on $\partial \Omega$ are

\[
\begin{align*}
\phi &= 0, \\
J_i \cdot \hat{e}_n &= 0, \quad i = 0, 1, \cdots, N.
\end{align*}
\]  

The interface conditions on $\partial \Omega$ are

\[
\begin{align*}
\left[ \phi \right] &= 0, \\
\epsilon \nabla \phi \cdot \hat{e}_n &= 0, \\
\left[ \mu_i \right] &= 0, \quad i = 1, 2, \cdots, N, \\
\left[ J_i \right] \cdot \hat{e}_n &= 0, \quad i = 1, 2, \cdots, N, \\
J_0 \cdot \hat{e}_n &= 0.
\end{align*}
\]

Here, $[\cdot]$ represents the jump of a given quantity across the capsid wall and $\hat{e}_n$ is the unit normal vector of the interface $\partial \Omega$. It is straightforward to verify that this system satisfies the following equation, implying that the energy is decreasing in time:

\[
\frac{d}{dt} E_{\text{cap}} = -\int_{\Omega} \sum_{i=0}^{N} J_i^2 \, dx.
\]  

When $t \to \infty$, the solution of Eq. 15 approaches the equilibrium described by Eqs. 9, 10, 11, 12, and 13. We developed an efficient numerical method for solving the convection-diffusion system Eq. 15. The details of the numerical algorithm are summarized in the Supporting materials and methods.

Estimation of the radial probability distribution of DNA and ions

We define the average of the density $c_i(r)$ on a sphere of radius $r$ as

\[
\rho_i(r) = \frac{\int_0^\pi \int_0^{2\pi} c_i(r, \theta, \phi) \sin \phi d\theta d\phi}{\int_0^\pi \int_0^{2\pi} \sin \phi d\theta d\phi}.
\]

Similarly, the radial probability distribution is defined as

\[
P_i(r) = \frac{\int_0^\pi \int_0^{2\pi} c_i(r, \theta, \phi) r^2 \sin \phi d\theta d\phi}{\int \int_0^{2\pi} \sin \phi d\theta d\phi}.
\]  

Here, $(r, \theta, \phi)$ correspond to the spherical coordinates, and $r^2 \sin \phi$ is the Jacobian used to convert from Cartesian to spherical coordinates. The radial probability distribution describes the probability of finding one DNA segment on a sphere of radius $r$ centered at the origin. It is related to the structure factor obtained in experiments such as those that use x-ray or neutron scattering techniques.

Estimation of the distance between the DNA segments

The distance $d$ between parallel DNA segments is now estimated using the hexagonal lattice structure with known density $c_0$:

\[
\frac{\sqrt{3}}{2} d^2 \times \frac{c_0}{\eta} = 1.
\]

Here, $\sqrt{3} \eta d^2$ represents the area of a hexagon of diameter $d$, and $\frac{c_0}{\eta} = m_0$ is the cross-sectional density. So,

\[
d = \sqrt{\frac{2\eta}{\sqrt{3}c_0}}.
\]

RESULTS AND DISCUSSION

In this section, we present the numerical results obtained by solving equation Eq. 15 for particular bacteriophages. The parameters are chosen based on the real biological systems. Here, $\eta = 3 \text{ nm}^{-1}$, describing the fact that one basepair of DNA corresponds to about $0.34 \text{ nm}$ of length along the DNA axis (53). The line charge density is approximately $q = 6e/\text{nm}$ (59), so $z_0 = \frac{q}{q} = 2$. The dielectric coefficient is set to be that of water at room temperature, i.e., $\epsilon = 78$. We select the parameters $\alpha$ and $\gamma$ so that the contributions from the corresponding terms to the total energy Eq. 8 have comparable values. This choice assumes that different physical effects incorporated into our model have non-negligible influence on the overall behavior of the system. In the following, we set $\gamma = 0.33$. 

We first apply our model to a virtual bacteriophage, which was simulated in (27). The viral capsid has a radius \( r_0 = 12.5 \text{ nm} \) and genome length \( N_0 = 3000 \text{ bp} \). To consider the equilibrium state, we assume that all the DNA is inside the capsid; thus, \( N_p = N_0 \). The average concentration of DNA is \( c_a = 3N_0/(4\pi r_0^3) \approx 0.37 \text{ nm}^{-3} \). We set \( \alpha = 0.4^{-7} \text{ nm}^{-2} \). There are two ionic species, Na\(^+\) (or Mg\(^{2+}\)) and Cl\(^-\), in the system. The overall charge neutrality requires

\[
z_0N_0 + z_1N_1 + z_2N_2 = 0. \tag{23}
\]

All numerical simulations are performed in a large cylinder \( \Omega = \{(r, \theta, z)| -25 \leq z \leq 25, 0 \leq \theta < 2\pi, 0 \leq r \leq 25\} \). We suppose that the system is invariant with respect to rotations around the \( z \) axis and reflections with respect to the \( xy \) plane so that all concentration and potential fields satisfy \( g(r, \theta, z) = g(r, -z) = g(r, z) \). It follows that we only need to solve the system of governing equations in the first quadrant of the \( r-z \) plane. The region exterior to \( \Omega \) is considered to be vacuum, and all concentrations in that region will be set equal to zero, which is consistent with the molecular simulations in (27). Note that the simulation box in (27) is rectangular.

**Density distribution of DNA and ions inside viral capsids**

Fig. 2 shows a quadrant of the DNA density (left pane) and the ionic densities for Na\(^+\) (middle) and Cl\(^-\) (right) in the \( r-z \) plane. Here, the bulk concentration of NaCl is set to be 100 mM. The DNA density outside of the capsid is identically zero because we assume that the DNA is completely packaged. Additionally, there is a core region close to the central axis of the capsid (the \( z \) axis in the figure) where the DNA density is negligible. The radius of this region is about 2 nm and indicates that the DNA molecule cannot be perfectly ordered at the center region of the capsid because of its bending rigidity. Further away from the center, the DNA density increases, showing that DNA tends to stay close to the capsid, mainly because of the effects of the DNA bending energy. The contribution from the Lennard-Jones repulsion prevents the DNA from condensing at the capsid and instead forces the DNA density to be nearly homogeneous in the region outside the inner core. Interestingly, the figure also shows a sharp transition zone between the inner core and the outer region.

The distribution of Na\(^+\) is shown in Fig. 2b. Na\(^+\) follows the distribution of DNA because the negatively charged DNA attracts (or absorbs) positive charges. Because the capsid is permeable to ions, outside of the capsid the Na\(^+\) density is very small (though not zero). As expected, the distribution of Cl\(^-\) behaves in an opposite manner (Fig. 2c). Cl\(^-\) ions are repelled from the region where the DNA is located and displaced to the inner core region and to the region outside of the capsid.

In conclusion, our results show that inside the capsid NaCl dissociates into its positive and negative ions. Positive ions mostly associate with the DNA molecule, whereas negative ions are expelled to the center of the capsid (where DNA is mostly absent) and to the region outside the capsid.

**Estimation of the radial probability distribution of DNA and ions**

Next, we compute the average of the density \( c_i(r) \) on a sphere of radius \( r \), as explained in the Materials and methods section. Fig. 3 shows the results for three different concentrations of NaCl. To better visualize the curves, we renormalized the densities as follows:

\[
\bar{\rho}_i(r) = \rho_i(r) \int_0^{25} \rho_i(r)dr
\]

With an increasing salt concentration, we observe a lower maximum of the DNA density curve (this maximum occurs near the protein capsid). As expected, at the same time, the ion concentration increases both inside and outside of the viral capsid.

To compare our results with those previously obtained in molecular simulations, we also calculated the radial probability distribution of the DNA and the ions. Fig. 4 shows the probability distributions for DNA (black), Na\(^+\) (red), and Cl\(^-\) (blue).

The probability distributions of DNA inside the capsid increases monotonically with the distance from the center
core, mirroring the increase of the DNA density. Our results are in agreement with those reported in (27), with a small difference in the DNA distribution. The probability distributions for ions are consistent with those presented in Fig. 2 and clearly show the colocalization of positive ions with the DNA and of positive and negative ions. When the distance to the origin is larger than \( L = 25 \), the integration of Eq. 20 is conducted in part over the exterior region of \( U \), where the concentrations are set to zero. This explains why the probabilities approach zero when the distance to the origin is large.

We also note that Fig. 4 shows only one local maximum of the DNA probability distribution next to the protein capsid, whereas the results in (27) identify two discrete layers of DNA. This difference is because, in our model, the DNA double helix is not described explicitly; instead, its discrete structure is implicitly given by the averaged DNA concentration. This is a known limitation of the Poisson-Boltzmann theory that arises from neglecting steric effects in dense electrolytes. Improvements to the model can be made by introducing steric energy in the modified Poisson-Boltzmann theory, resulting in a model that better resolves the discrete DNA chain. This extension of the Poisson-Boltzmann approach will inevitably introduce extra complexity into the model and is beyond the scope of this work.

Next, we performed a numerical experiment in which we oversaturated the sample with 1.6 M NaCl (Fig. 4 b). We observe that the \( \text{Na}^+ \) and \( \text{Cl}^- \) curves apparently overlap, contrary to what is seen in the other two panels. This could be understood from Fig. 3. We note that, as the overall concentration of NaCl increases, the concentration of \( \text{Cl}^- \) in the region enclosed by the capsid increases faster than in the capsid exterior, whereas the average concentration of \( \text{Na}^+ \) in the region enclosed by the capsid increases more slowly than in the capsid exterior. The combination of these two events produces two similar curves.

**Spacing between the DNA segments as a function of the ionic concentration**

We investigated the average separation between the DNA segments as a function of the salt concentration. It has been observed that as the concentration of positive ions increases, the average distance between the DNA segments decreases, in both molecular simulation (27) and experiment (41).

Fig. 5 describes the distance between the DNA segments under different ionic conditions. Because the value of \( c_0 \), and therefore \( d \), is a function of the spatial location, we computed their values at two different cross-sectional locations. In Fig. 5, the curve labeled (11, 0) corresponds to the DNA spacing near the protein capsid, and the curve labeled (7, 0) corresponds to DNA spacing halfway between the center and the protein capsid. Both curves show that the distance between the DNA segments decreases with higher salt concentrations. The main reason is because the persistence length is monotonically decreasing with ionic strength, facilitating the packing of DNA into an ordered hexagonal structure. This result is in agreement with the experimental observations reported in (27,41).
Estimation of the bending, electrostatics, and Lennard-Jones contributions to the total energy of the system

As discussed earlier, ionic concentrations affect both the shielding of negative charges along the DNA molecule and the persistence length of DNA. To better understand the origin of the observed difference in the DNA segments separation as a function of ionic concentration, we investigated the contribution of the different components of the energy to the total energy.

Fig. 6 shows the contribution of the electrostatic, bending, and Lennard-Jones energies to the total energy of the system. Although the bending and Lennard-Jones energies are larger in value than the electrostatic energy, they are weakly dependent on the ionic concentrations, whereas electrostatic is more sensitive. As the salt concentration increases, the overall bending energy and electrostatic energy decrease and the Lennard-Jones potential increases slightly. The decrease in electrostatic energy is due to the screening in the electrical potential; the decrease in bending energy is explained because of the decrease in persistence length, and therefore, the Lennard-Jones energy increases because of the smaller distance between the DNA segments.

Simulations for P4 phage

The genome of bacteriophage P4 is 11.5 kb, and, being a satellite of bacteriophage P2, all of its structural proteins are encoded by P2. The P4 capsid has icosahedral symmetry (T = 4) and is 45 nm in diameter (60). Therefore, we set the radius of the capsid \( r_0 = 22.5 \) nm and the genome length \( N_0 = 11.5 \) kb with \( N_p = N_0 \), i.e., the entire DNA is inside the capsid. The average concentration of DNA is \( c_a = 3N_0/(4\pi r_0^3) = 0.24 \text{ nm}^{-3} \). We set \( a = 0.2\text{ nm}^{-2} \).

The behavior of the density distributions of DNA and ions is similar to Fig. 2. The core region at the center of the capsid has no (ordered) DNA, which has a radius of about 2 nm. Fig. 7 describes the distance between the DNA segments under different ionic conditions for P4 phages. Because the average concentration of DNA is smaller than the virtual bacteriophage discussed before, the distance between the nearby DNA segments in P4 phage is larger. Numerical results again show that the increasing ionic concentration causes the decreasing in the DNA spacing, which suggests that this observation is true for a variety of bacteriophages unless additional phenomena are considered.
Estimation of the energy value as function of the DNA inside the capsid

Our approach can also be applied to study the packing process by varying the length of DNA $N_p$ (in basepairs) packed inside of the capsid. Fig. 8 shows the total energy of the system at equilibrium, assuming different levels of DNA packing. Here, the radius is $r_0 = 22.5$ nm and the total genome length is $N_0 = 11,500$ bp. The bulk concentration of NaCl is 100 mM. The rest of the DNA is assumed to remain mobile in the region outside the capsid. The total energy increases with more packed DNA corresponding to the minimal energy required to overcome the pressure difference across the volume enclosed by the capsid, not including the friction forces. The concavity of the curve also indicates that the packing process becomes more and more difficult as more DNA is packed. This is consistent with the molecular simulation results of P4 phages (61). We also notice that the changes of energy at different levels of packing in our calculation are on the same order of magnitude as the repulsive region described in (61), which confirms that our choices of parameters are reasonable.

CONCLUSIONS

Ions are essential in multiple biological processes. In bacteriophages, ionic concentrations have been shown to play a key role in packaging (38,39), folding (41,62), and delivery (40) of the viral genome. In this work, we take a continuum approach to quantitatively describe the role played by ions in the folding of DNA inside the phage capsid.

Our approach expands on our previous work, in which we introduced a novel, to our knowledge, chromonic liquid crystal model for DNA inside a bacteriophage capsid (28,29). This model is designed based on pioneering continuum mechanics work by Tzlil et al. (25), as well as on the concept of a director introduced by Klug and Ortiz (15). However, the model in (28) implemented a phenomenological formulation of DNA-DNA interactions inspired by the works of de Gennes and Kleman (35,36) and by Oswald and Pieransky (37) that is not amenable to a detailed description of ionic interactions in the environment. To address this issue, we propose a model that explicitly introduces the ionic concentrations, their diffusion, and their interaction with the DNA molecule.

The proposed ionic model describes the distribution of ions both inside and outside the bacteriophage capsid and the average structure of the DNA packaged inside capsids. The model combines the Oseen-Frank energy from liquid crystal theory with salt-dependent persistence length, the electrostatic potential energy between charges, and the Lennard-Jones interaction potential between the DNA segments. A key aspect of our model is that it incorporates effects of the ionic conditions on the DNA-DNA interaction and their role in modulating the persistence length of the DNA molecule.

Our results are in agreement with those presented by Cordoba and colleagues (27). The model predicts the distribution of ions relative to the DNA molecule, and the distribution of DNA inside the capsid. We find that positive ions colocalize with the DNA molecule at relatively low ionic concentrations (but not diluted as found in common standard phage buffers), whereas negative ions are displaced either to the center core of the capsid, where DNA is mostly absent because of the high bending required to fill this volume, or outside of the capsid. The DNA-DNA interactions at this ionic concentration are mostly repulsive (61). Therefore, a higher concentration of DNA is found in very close proximity to the capsid. At saturated ionic concentrations, our model predicts a displacement of the DNA away from the capsid and an overall ionic saturation of the capsid and surrounding environment.

The model also captures the contribution of the different energy terms to the total energy of the system and how the ionic conditions affect this contribution. In (54), it was reported that both electrostatic and entropic effects account for most of the energy of the system. Here, we find that the bending energy and the Lennard-Jones potential also play an important role. Our results are in agreement with experimental results obtained by Qui et al. (41).

Based on the agreement of our results with known DNA and ionic distribution inside the viral capsid, the distance between the DNA segments, and the energies, we conclude that the model presented in this work can capture the structure of the packaged phage DNA under experimental conditions. Also, as a continuum model, solving the equations numerically is much faster compared with the approaches based on molecular simulations and can be applied to large bacteriophages.

Several improvements to this model can be considered. We described the charges mainly within the framework of
the Poisson-Boltzmann theory, which has limitations because of the omission of the correlation effects (63,64). In our model, the structure of the DNA segments is implicitly given by the averaged concentrations. To capture the discrete layer structure, as was done in (27,61), we need to add in the pairwise correlation energy from the hard-sphere repulsion. The OSF theory for modeling the ion-dependent persistence length while effectively accounting for the electrostatic correlations proved to be successful with high ionic concentrations. Possible extensions to lower ionic concentrations can be made by employing other theories. Our approach can also be extended to study the packing dynamics by considering the length of DNA packed inside of the capsid to be time dependent, with proper interface conditions at the capsid itself.

Experiments (9) and molecular dynamics simulations (54) have shown that the addition of polyvalent cations introduces attractive effects between the DNA segments and promotes the formation of toroidal structures (65). This suggests promising avenues for future research.
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