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Abstract. We present a method for generating three-dimensional (3-D) unstructured tetrahedral meshes of solids whose boundary is a smooth surface. The method uses a background grid (body-centered-cubic (BCC) lattice) from which to build the final conforming 3-D mesh. The algorithm is fast and robust and provides useful guaranteed dihedral angle bounds for the output tetrahedra. The dihedral angles are bounded between 8.5° and 164.2°. If the lattice spacing is smaller than the “local feature size,” then the dihedral angles are between 11.4° and 157.6° (cf. Labelle and Shewchuk [SIGGRAPH ‘07, ACM, New York, 2007]). The method is simple to implement and performs no extra refinement of the background grid. The most complicated mesh transformations are 4-4 edge flips. Moreover, the only parameter in the method is the BCC lattice spacing. If the surface has bounded curvature and if the background grid is sufficiently fine, then the boundary of the output mesh is guaranteed to be a geometrically and topologically accurate approximation of the solid surface. Applications of the method are in free boundary flows, modeling deformations, shape optimization, and anything that requires dynamic meshing, such as virtual surgery.
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1. Introduction. Mesh generation is a classic problem in computer graphics, geometric modeling, and scientific computing. Meshes are used for representing and rendering surfaces, mechanical design, and enabling physical simulations. The finite element method (FEM) [8, 9, 17, 30] is a popular choice for computing numerical solutions of continuum level partial differential equations (PDEs) that model various physical phenomena, such as elastic deformations and free surface fluid flows. In this instance, the mesh provides a decomposition of the physical domain into elementary shapes (such as tetrahedra) through which a FEM can be built.

Using a FEM leads to finite dimensional representations (matrices) of the PDE model that must be solved to obtain the physical solution (e.g., deformation field). The accuracy of the FEM and condition number of the related matrices depend on the number of mesh elements as well as the mesh element “qualities” [3, 5, 34, 55]. More specifically, for tetrahedra, the dihedral angles must not be close to 0° and 180°. Naturally, these are desirable properties for any finite element mesh generator.

This paper develops a fast generation method for tetrahedral volume meshes. It is directly inspired by the method in [36] but is simpler to implement and the dihedral angle bounds are better if the mesh size is sufficiently small. Our method is applicable in any dynamic meshing situation, such as multiphase flows, mechanical deformations, or whenever a front-tracking approach is needed. It is numerically robust and offers theoretical guarantees on the dihedral angles that are actually useful, which is crucial to avoid “user intervention.” Our method does not accommodate extra “surface
constraints,” such as edge or corner constraints; it applies only to three-dimensional (3-D) solids with smooth boundaries.

There has been a significant amount of work on tetrahedral mesh generation. Two notable free software programs are TetGen [56] and NetGen [53]. Some early work on Delaunay and octree methods can be found in [65, 25, 44, 4, 16, 6, 21] and more recently in [39, 37, 15, 14]. Some methods use sliver exudation to remove degenerate elements from the mesh [15, 20, 49].

Other methods take an optimization viewpoint [53, 24, 32, 41, 40, 23], while others [12, 13, 2] use a variational form to minimize the interpolation error by local remeshing. Some methods use specific tilings of 3-D space [62, 22] or marching cubes [38] or marching tetrahedra [43]. Another option for mesh generation uses implicit (level set) functions to create conforming meshes [46, 47, 10, 50, 51, 63, 35, 36] as well as adaptive methods to create meshes adapted to the local feature size [7, 28, 33]. Some of these methods also include mesh smoothing operations (see [18, 48, 54, 64, 29] for more smoothing methods). An excellent detailed review of current meshing technology can be found in [35, 36].

Because of the wide variety of mesh generation methods available, it is worthwhile to ask what is not available. The following list describes several desirable properties for any mesh generator:

- Tetrahedralize a solid region defined by a continuous and Lipschitz closed surface (e.g., piecewise smooth with corners).
- Generate the mesh quickly, i.e., have an $O(n)$ algorithm, where $n$ is some reasonable quantity such as the number of output vertices.
- Have theoretical guarantees on the “quality” of the output tetrahedra that are practical (e.g., minimum dihedral angles $\gg 1^\circ$; maximum dihedral angles $\ll 180^\circ$).
- Handle internal boundary constraints*.
- Not be complicated to implement*.
- Be parallelizable*.

To the best of the author’s knowledge, no method exists that satisfies the above items simultaneously, even if the “starred” items are omitted. Indeed, most dihedral angle guarantees are less than $1^\circ$, which is not useful in practice. See [35, 36] for more information on current dihedral angle guarantees. For these reasons, mesh generation is a major bottleneck in industrial design and simulation, especially for dynamic meshing.

Although our method does not satisfy all items in the above list either, it does achieve the following:

- Tetrahedralizes an interior solid region defined by a continuous closed surface, with bounded curvature (i.e., a $C^{1,1}$ surface).
- Is a practically fast algorithm (see section 4.3).
- Has guarantees on the dihedral angles of the output tetrahedra:

  no restrictions: restriction: $c \leq R_m/1.1$
  minimum dihedral angle $> 8.54^\circ$, minimum dihedral angle $> 11.47^\circ$,
  maximum dihedral angle $< 164.18^\circ$, maximum dihedral angle $< 157.59^\circ$,

  where $c$ is the lattice spacing (background mesh size) and $R_m$ is (essentially) the local feature size of the solid’s surface (see Theorem 2).
- Not complicated to implement.
- Can mostly be parallelized.
The algorithm is called “Tetrahedralization of Isosurfaces, with Guaranteed-quality, by Edge Rearrangement” or TIGER. In section 2, we note some basic definitions and material. Section 3 gives a high-level description of the main algorithm, while section 4 describes Version 1 of the algorithm (simplest version). Section 5 summarizes the meshing guarantees of the method and the dihedral angle bounds for Version 1. Section 6 presents a minor modification (Version 2) that leads to better dihedral angles provided the background mesh is sufficiently fine. We present meshing results in section 7 and conclude with a discussion in section 8 on parallelization and heuristics one can use to improve the meshes created by our method. Appendix A describes our technique for proving the dihedral angle bounds.

2. Preliminaries. The method uses a background mesh from which to construct an output mesh that conforms to an object’s boundary. The idea is to deform the background mesh (i.e., move the vertices) such that there is a set of mesh edges that conform to the object’s surface. But a mesh is inherently anisotropic, meaning the mesh edges will not be favorably aligned with the surface in all instances. Therefore, the method makes simple local topological transformations of the background mesh (i.e., 4-4 edge-flips [31]) in order to ensure the edges are favorably aligned.

2.1. Background mesh. Let $L_A := \mathbb{Z}^3$ be a cubic lattice, i.e., the set of points in $\mathbb{R}^3$ whose coordinates are integers. We denote the (uniformly) scaled cubic lattice by $L_A(c)$, where all three dimensions are scaled by $c > 0$ ($c$ is the lattice spacing). Similarly, let $L_B := L_A + (\frac{1}{2}, \frac{1}{2}, \frac{1}{2})$, i.e., each point is shifted by the vector $(\frac{1}{2}, \frac{1}{2}, \frac{1}{2})$; we can also scale it: $L_B(c)$.

Consider the (scaled) body-centered-cubic (BCC) lattice:

\begin{equation}
\text{BCC}(c) := L_A(c) \cup L_B(c).
\end{equation}

Let $\mathcal{T}$ be the Delaunay triangulation of the point set BCC(c) [58]. For mesh notation, let the set of vertices of $\mathcal{T}$ (lattice points) be denoted by $V$ and edges of $\mathcal{T}$ denoted by $E$ (see Figure 1). The edges decompose into two types of edges, long and short, each type having the exact same (Euclidean) length. For the unscaled BCC lattice, the lengths are $L_{lg} := 1$ and $L_{st} := \sqrt{3}/2$. Naturally, the scaled BCC lattice has long and short edge lengths $cL_{lg}$ and $cL_{st}$ (respectively).

A crucial part of the method uses an octahedral view of the BCC mesh, which has recently been considered for generating surface meshes [11, 61]. In the BCC context, an octahedron is a set of four tetrahedra that all share a common longest edge (Figure 2). The common longest edge of an octahedron is called the spine of the octahedron. Basic considerations lead to the following proposition.

**Proposition 1.** The following properties are true for the BCC tetrahedral mesh $\mathcal{T}$.

1. Every edge of the $L_A$ lattice is the spine of an octahedron $O \subset \mathcal{T}$; likewise for $L_B$.
2. The set of BCC tetrahedra $\mathcal{T}$ can be decomposed into a disjoint union of octahedra whose spines are edges in $L_A$. A different decomposition is given if $L_B$ is used.
3. Every $T \in \mathcal{T}$, belongs to two distinct (but overlapping) octahedra, i.e., there exist octahedra $O_1, O_2$ such that $O_1 \cap O_2 = T$ (see Figure 2 (b)).

**Proof.** 1. Let $E$ be a long edge of $L_A$, and let $\{Q_1, Q_2, Q_3, Q_4\}$ be the four cubes in $L_A$ that all contain $E$ as an edge (see Figure 1). The octahedron, whose spine is $E$, is defined by the two end point vertices of $E$ and the four $L_B$ vertices that lie at the center of the cubes.
Fig. 1. Highlighted tetrahedra in a BCC lattice. The tetrahedra are generated by the Delaunay triangulation of the point set BCC(c) for any \( c > 0 \). Each tetrahedron has two long edges (equal length): one belonging to lattice \( L_A \), the other to \( L_B \). The remaining four short edges (equal length) connect \( L_A \) vertices to \( L_B \) vertices (i.e., they bridge the two lattices). All of the tetrahedra are self-similar, differing only by rotations and translations.

2. Given two edges \( E_1, E_2 \) in \( L_A \), one can show that the interior of their corresponding octahedra do not overlap. Moreover, given any point \( p \) in \( \mathbb{R}^3 \), it is obvious how to find the enclosing cube \( Q \) (assumed to be a closed set) in \( L_A \). Next, find the closest edge \( E \) of \( Q \) and let \( O \) be the octahedron whose spine is \( E \). One can verify that \( p \) is contained in the closure of \( O \).

3. Let \( T \in T \). Clearly, \( T \) has two long edges \( E_1, E_2 \). Let \( O_1, O_2 \) be the corresponding octahedra. It is straightforward to check that \( O_1 \cap O_2 = T \).  

---

Fig. 2. Examples of octahedra contained in the BCC tetrahedral mesh. In (a), octahedra \( A \) and \( C \) belong to the same lattice \( L_A \); the spine of octahedron \( B \) belongs to lattice \( L_B \). Moreover, the spine of \( C \) is orthogonal to the spines of \( A \) and \( B \). In (b), the spines of \( A \) and \( B \) belong to lattices \( L_A \) and \( L_B \) (respectively), and the intersection of \( A \) and \( B \) is a single tetrahedron (not shown).
2.2. Physical domain. Consider a bounded domain $\Omega \subset \mathbb{R}^3$. Let $\phi: \mathbb{R}^3 \to \mathbb{R}$ be a continuous level set function such that $\phi > 0$ inside $\Omega$ and $\phi < 0$ outside $\Omega$; thus, $\Gamma \equiv \partial \Omega = \{x: \phi(x) = 0\}$. We want to decompose $\mathbb{R}^3$, using the BCC background grid, into a mesh of tetrahedra that approximates $\Omega$ well. For now, we require only that $\Gamma$ be continuous (i.e., a $C^0$ surface). Note: the output mesh from our algorithm will not (in general) respect any sharp edges/corners of $\Gamma$.

2.3. Intersections with $\Gamma$. We define a cut point to be a point $c \in \mathbb{R}^3$ such that $c \in E$, for some edge $E$ in $\mathcal{E}$, and $\phi(c) = 0$. If an edge $E \in \mathcal{E}$ has end points $v_1, v_2$ such that $\text{sgn}(\phi(v_1)) \neq \text{sgn}(\phi(v_2))$, then there exists at least one cut point on $E$ and we call $E$ a cut edge. Note that we never have to consider the situation where $\text{sgn}(\phi(v)) = 0$ because we assume the following definition of the sign function:

\[
\begin{align*}
\text{sgn}(s) &= +1, \quad s \geq 0, \\
\text{sgn}(s) &= -1, \quad s < 0.
\end{align*}
\]

Hence, if $\phi(v) = 0$ (i.e., $v$ is a point on the surface), then $\text{sgn}(\phi(v)) = 1$. If a tetrahedron $T \in \mathcal{T}$ contains a cut edge, then we call it a cut tetrahedron.

Remark 1. The following fact is taken from the marching tetrahedra algorithm [43] (which is a variant of the marching cubes algorithm [38]).

- For any $T \in \mathcal{T}$, only the following cases are possible: (a) all the vertices have the same sign (i.e., level set values are either all positive or negative), (b) one vertex has a different sign than the other three, (c) two vertices are negative and two vertices are positive. The last two cases correspond to a cut tetrahedron (See Figure 3). Therefore, a cut tetrahedron must have either three or four cut edges (of its six edges), and their arrangement must match the pattern in Figure 3.

Let $\mathcal{E}_c \subset \mathcal{E}$ be the set of all cut edges. Furthermore, associate a single cut point $c_E \in E$ with each $E \in \mathcal{E}_c$. If a cut edge has more than one cut point, then choose any one of the cut points to associate with the cut edge. Moreover, let $\mathcal{T}_c \subset \mathcal{T}$ be the set of all cut tetrahedra. So $\mathcal{T}_c$ consists of a “shell” of tetrahedra near the surface $\Gamma$. It does not necessarily enclose $\Gamma$ because one can construct examples where a tetrahedron has all positive vertices, but pairs of cut points lie along its edges.

![Fig. 3. The two classic examples of marching tetrahedra [43]. The signs of the level set function are given at each vertex. If a tetrahedron is cut, then it must have one of these two configurations (after accounting for symmetry). Of course, there are also the cases (not shown) when the level set function is zero at a vertex; because of the sign convention (2), these are special cases of the two cases shown here.](image-url)
2.4. Distance to cut points. We define a special “distance” function. Let \( v \in \mathcal{V} \) be given and let \( E \in \mathcal{E} \) be an edge that has \( v \) as an end point. Then, setting \( x_v \) to be the position coordinate of \( v \) and assuming \( E \) is a cut edge, with associated cut point \( c_E \), define

\[
d_{\text{cut}}(v; E) := \frac{|x_v - c_E|}{|E|},
\]

where \( |E| \) is the length of \( E \), and the norm \( |·| \) is the (Euclidean) length of a vector. If \( E \) does not contain a cut point, then \( d_{\text{cut}}(v; E) := +\infty \). Essentially, (3) is a normalized distance measure. Note that \( d_{\text{cut}}(v; E) \) is not defined if \( E \) does not contain \( v \) as an end point.

Let \( St(v; E) = \{ E \in \mathcal{E} : v \text{ is an end point of } E \} \), i.e., the star of edges emanating from \( v \); sometimes we abbreviate by just writing \( St(v) \). The following minimization is an important part of the method:

\[
d_{\text{min}}(v) := \min_{E \in St(v)} d_{\text{cut}}(v; E).
\]

The following proposition is basic.

**Proposition 2.** Let \( E \in \mathcal{E} \) and let \( v_1, v_2 \) be the end point vertices of \( E \). Then

\[
\min (d_{\text{cut}}(v_1; E), d_{\text{cut}}(v_2; E)) \leq 0.5.
\]

2.5. Manifold vertices. An important part of the algorithm is to identify a subset of mesh vertices that approximates the surface \( \Gamma \). We refer to this subset as the set of **manifold vertices**; i.e., this set of vertices will lie on the boundary of the output mesh. We also allow manifold vertices to modify the “state” of adjoining cut edges. In other words, any cut edge where at least one end point is a manifold vertex is considered to be inactive or suppressed. Otherwise, it is active.

Manifold vertices are chosen to prevent an interior vertex from being connected to an exterior vertex through a single mesh edge. Note that manifold vertices are not considered to be interior or exterior to \( \Gamma \) because eventually their coordinate positions will be moved to the surface. Hence, the only candidate vertices for manifold status are the end points of cut edges.

It is possible that the manifold vertex labeling could lead to a tetrahedron that has all four vertices labeled manifold. We call these tetrahedra **ambiguous** because it is not clear whether they are inside or outside \( \Gamma \). We also call an octahedron ambiguous if all four tetrahedra in the octahedron are ambiguous. The algorithm handles ambiguous tetrahedra by either deleting them, or using heuristics (section 8.3). When all manifold vertices are moved to the surface and all topological transformations are done, the interior and exterior tetrahedra can be identified (step 8 of Algorithm 1).

3. Main algorithm. Given a bounded domain \( \Omega \), Algorithm 1 outputs a mesh of the **interior** of \( \Omega \) (where \( \phi \) is positive). The main idea of the algorithm is to label vertices as manifold until there are no more active cut short edges. All remaining active long edges are accounted for by simple topological transformations of the background BCC mesh. The main procedure is separated into several subalgorithms that are described in subsequent sections.

4. Algorithm: Version 1. Version 1 of our algorithm is the simplest (i.e., we ignore step 7 in Algorithm 1). Note: comments within all algorithm descriptions are denoted with “//.”
Algorithm 1 Mesh Generation

1. Find all cut edges $E_c$ and their associated cut points; i.e., for every $E \in E_c$ there is a distinct $c_E \in E$.
2. Initialize the active set of short and long cut edges $E_{st}^+; E_{lg}^+$ (respectively) such that $E_{st}^+ \cup E_{lg}^+ = E_c$.
3. Execute Initial Vertex Labeling, Algorithm 2. This returns $E_{st}^+$ as empty and a set of labeled manifold vertices along with their associated destination points. $E_{lg}^+$ is also modified.
4. Execute Back-Labeling, Algorithm 3. This changes the set of labeled manifold vertices such that no manifold vertex moves to a destination point along an edge toward another manifold vertex. Moreover, it ensures $E_{st}^+$ is still empty, but modifies the set $E_{lg}^+$.
5. Move each manifold vertex to its destination point. This generates new vertex coordinates $V_{\text{new}}$.
6. Execute Active Long Edge-Flips, Algorithm 4. This generates a new triangulation $T_{\text{new}}$.
7. Additional Processing Step. If Version 2 is used, then Execute Additional Edge-Flips, Algorithm 5. This further modifies the triangulation $T_{\text{new}}$.
8. For each $T \in (T_{\text{new}}, V_{\text{new}})$, label $T$ as an interior (exterior) tetrahedron if $\phi$ is positive (negative) on all of $T$'s nonmanifold vertices. If a tetrahedron is ambiguous, then mark it as an exterior tetrahedron.

4.1. Identify interior vertices and cut edges. Step 1 identifies which vertices of the BCC mesh are inside the object by direct interpolation of the level set function $\phi$ using the sign convention (2). See Figure 4 for an illustration. Step 2 initializes data structures to keep track of which cut edges are active and suppressed while the algorithm runs.

4.2. Initial vertex labeling. In step 3, we must choose a subset of mesh vertices to be manifold vertices so that we can apply straightforward processing to move the manifold vertices in order to ensure the mesh conforms to $\Gamma$. A simple choice is to take
(a) A manifold labeling example (2-D).

(b) Computing $d_{\text{cut}}$ (3-D).

Fig. 5. Examples of labeling manifold vertices. (a) shows a two-dimensional (2-D) mesh during the labeling procedure in Algorithm 2. The blue curve is the level set surface $\{\phi = 0\}$. One vertex has been labeled manifold (M) which causes the adjoining cut edge to be suppressed (note small black circle). An active short cut edge still remains (note lower large red circle) with an interior end point denoted $v_0$. Algorithm 2 will label $v_0$ manifold, because it is closer to an active cut point than the – end point, and suppress the lower short cut edge. The remaining active long cut edge (horizontal edge) is handled separately by an edge-flip (see section 4.4 in the 3-D case). (b) shows eight short edges of the BCC mesh that adjoin vertex $v_1$, where four of the edges are active, with cut points denoted by circles. The current active short cut edge is denoted by a dashed line segment. We compute $d_1, d_2$ by finding $\text{St}(v_1; E_i^+)$, $\text{St}(v_2; E_i^+)$ and computing the minimization in (6). Since $d_1 < d_2$, we label $v_1$ manifold. Furthermore, we assign the closest cut point (red circle on dashed line segment) as the destination point of $v_1$. We then suppress all active (long and short) edges adjoining $v_1$.

Unfortunately, this requires more computation, and it would make obtaining bounds on the dihedral angles impossible.

Alternatively, Algorithm 2 provides a simple, inexpensive way to choose the manifold vertices and where to place them on the surface $\Gamma$. See Figure 5 for an illustration.

Algorithm 2 Initial Vertex Labeling

\begin{algorithm}
\begin{algorithmic}
\While{$E_{st}^+ \neq \emptyset$}
\hspace{1em} Choose an active cut edge $E$ in $E_{st}^+$.
\hspace{1em} Let $v_1, v_2$ be the end point vertices of $E$; compute
\hspace{1em} \begin{equation}
E_i = \arg \min_{E \in \text{St}(v_i; E_{st}^+)} d_{\text{cut}}(v_i; E), \quad d_i = d_{\text{cut}}(v_i; E_i) \quad \text{for } i = 1, 2.
\end{equation}

\hspace{1em} If $d_i < d_j$, then label $v_i$ a manifold vertex and choose $c_{E_i}$ to be its destination point, where $i = 1, j = 2$ or $i = 2, j = 1$. If $d_1 = d_2 = \frac{1}{2}$, then choose the point that adjoins the most active cut edges. If they are the same, then choose $v_1$.
\hspace{1em} Remove all active edges from $E_{st}^+$ and $E_{lg}^+$ that adjoin the newly chosen manifold vertex, i.e., suppress them.
\EndWhile
\end{algorithmic}
\end{algorithm}
Basic considerations yield the following result.

**Proposition 3.** After step 3 or step 4 of Algorithm 1 has completed, every manifold vertex has its own unique destination cut point that it will move to. Furthermore, the largest distance of all manifold vertices from their destination cut points is bounded by half the corresponding short edge length $c_{Lst}$ (recall Proposition 2), where $c$ is the lattice spacing. Moreover, each manifold BCC vertex is constrained to move along eight distinct directions, which are defined by the unit vectors:

$$d_i = \left( \pm 1, \pm 1, \pm 1 \right) / \sqrt{3} \quad \text{for} \quad i = 1, 2, \ldots, 8.$$ (7)

### 4.3. Back-labeling procedure.

After the initial labeling process has finished, some manifold vertices may move along short edges (of the BCC mesh) toward other manifold vertices (see Figure 6). These situations can lead to flattened tetrahedra, so they must be eliminated. Algorithm 3 achieves this by “back-labeling.”

**Fig. 6. Tetrahedron with bad initial manifold labeling.** This is a situation where the initial labeling procedure results in a manifold vertex (M) moving (along red arrow) to a destination point along an edge toward another manifold vertex. Back-labeling removes these situations.

In order to better describe the algorithm, define the following subsets of vertices of $\mathcal{V}$:

$$M_A = \{v \in L_A : v \text{ is manifold}\}, \quad M_B = \{v \in L_B : v \text{ is manifold}\},$$

$$M_{A \rightarrow B} = \{v \in M_A : (v, z) = E, \text{ where } v \text{ moves along } E \text{ toward } z, \text{ and } z \in M_B\},$$

$$M_{B \rightarrow A} = \{v \in M_B : (v, z) = E, \text{ where } v \text{ moves along } E \text{ toward } z, \text{ and } z \in M_A\},$$

$$M_{A \rightarrow 0} = M_A \setminus M_{A \rightarrow B}, \quad M_{B \rightarrow 0} = M_B \setminus M_{B \rightarrow A}.$$

Clearly, we have the following disjoint unions: $M_A = M_{A \rightarrow 0} \cup M_{A \rightarrow B}, M_B = M_{B \rightarrow 0} \cup M_{B \rightarrow A}$.

The result of Algorithm 3 is to modify the labeling so that $M_{A \rightarrow B} = M_{B \rightarrow A} = \emptyset$, i.e., that no manifold vertex moves along an edge toward another manifold vertex (see Figure 7). The following lemma verifies this.

**Lemma 1.** Suppose we have an initial labeling; i.e., steps 1–3 of Algorithm 1 have executed. Then the back-labeling procedure (Algorithm 3) is guaranteed to terminate with $M_{A \rightarrow B} = M_{B \rightarrow A} = \emptyset$.

**Proof.** Note that since $\Omega$ is bounded, we need only to consider a finite subset of $(\mathcal{T}, \mathcal{V})$. Suppose $M_{A \rightarrow B} \neq \emptyset$. Then one pass through the *first* while loop of the back-labeling procedure chooses a $v \in M_{A \rightarrow B}$, removes $v$ from $M_{A \rightarrow B}$, and results in one of the following three possible outcomes:
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Algorithm 3 Back-Labeling Procedure

// Ensure the set $M_{A\rightarrow B} = \emptyset$.
while $M_{A\rightarrow B} \neq \emptyset$ do
  Choose any $v \in M_{A\rightarrow B}$ and remove $v$ from $M_{A\rightarrow B} \subset M_A$; i.e., unlabel it; this may reactivate some cut short and cut long edges.
  Recompute the active cut (short) edge list $E^+_{st}$, and modify the active cut (long) edge list $E^+_{lg}$.

  if $E^+_{st} \neq \emptyset$ then
    Compute the candidate manifold vertices for each $E \in E^+_{st}$ (independently) using (6), but do not suppress any cut edges yet.
    // Note that since $E$ is active, the end point opposite to $v$ cannot be a manifold vertex.
    Let $v_E$ be the candidate manifold vertex for each $E \in E^+_{st}$.
    if $v = v_E$ for some $E \in E^+_{st}$ then
      Choose $v$ to be manifold, and append $v$ to $M_{A\rightarrow 0}$.
      // #($M_A$) remains the same; #($M_{A\rightarrow B}$) decreases by 1.
      // The sets $M_{B\rightarrow 0}$, $M_{B\rightarrow A}$ remain unchanged.
    else
      // PROPAGATION
      Make all $\{v_E\}$ manifold and append to $M_{B\rightarrow 0}$. This may cause some vertices to move from $M_{A\rightarrow 0}$ to $M_{A\rightarrow B}$.
      // #($M_A$) decreases by 1; #($M_{A\rightarrow B}$) could increase by (at most) #($\{v_E\}$) − 1.
      // The set $M_{B\rightarrow 0}$ increases in size by #($\{v_E\}$); the set $M_{B\rightarrow A}$ may lose some elements, but it definitely will not gain any. This is because there may have been $L_B$ manifold vertices moving toward $v$.
    end if
    // Note: for either case, all cut short edges become suppressed, i.e., $E^+_{st} = \emptyset$, and $E^+_{lg}$ is modified.
  else
    // #($M_A$) decreases by 1; #($M_{A\rightarrow B}$) decreases by 1.
    // The set $M_{B\rightarrow A}$ may lose some elements, but it definitely will not gain any.
  end if
end while

// Ensure the set $M_{B\rightarrow A} = \emptyset$. The procedure is analogous to the previous one.

- $v$ becomes a nonmanifold vertex, and no other vertices in $V$ are set to manifold status; or
- $v$ is appended to $M_{A\rightarrow 0}$, and no other vertices in $V$ are set to manifold status; or
- $v$ becomes nonmanifold, but a new set of vertices $\{v_i\}$ is added to $M_{B\rightarrow 0}$, which move toward $v$. This may cause a set of vertices $\{v_i\} \subset M_{A\rightarrow 0}$ to be removed from $M_{A\rightarrow 0}$ but appended to $M_{A\rightarrow B}$.

Let #($S$) denote the number of elements in any set $S$. Let $a_0 = #($ $M_A$ before the back-labeling procedure runs, and define $a_k = #($ $M^k_A$), where $M^k_A$ is the state of the set $M_A$ after the $k$th pass. Clearly, from the definition of Algorithm 3, $\{a_k\}$ is a monotonically decreasing sequence of nonnegative integers.

Suppose the procedure does not terminate; i.e., the condition of the while loop is
always true. Then \( \{a_k\} \) is an infinite sequence, and there exists an \( N > 0 \) such that \( a_k = p \) for all \( k > N \) for some nonnegative integer \( p \). But if \( a_k \) remains constant for \( k > N \), then \( \#(M_{A\rightarrow B}^{k+1}) = \#(M_{A\rightarrow B}^k) - 1 \) for all \( k > N \). Thus, there is a finite \( J > N \) such that \( \#(M_{A\rightarrow B}^J) = 0 \), so \( M_{A\rightarrow B}^J = \emptyset \). But this contradicts the condition of the while loop always being true. Hence, the first part of Algorithm 3 must terminate.

Next, consider the second while loop, and note that no new elements were added to the set \( M_{B\rightarrow A} \) during the first loop. By the same argument, we have that the second loop also terminates. Furthermore, the set \( M_{A\rightarrow B} \) is unaffected by the second loop because it is empty when the second loop begins and no new elements can be added to it (similar to the previous case for the set \( M_{B\rightarrow A} \)). Therefore, we obtain the assertion.

**Remark 2.** Important property of the back-labeling procedure: once it completes, it is not possible to remove any of the manifold vertices from manifold status without reactivating at least one cut short edge (i.e., the one that the manifold vertex is moving along).

For implementation purposes, it is not necessary to keep track of the sets \( M_{A\rightarrow 0} \), \( M_{B\rightarrow 0} \), \( M_{A\rightarrow B} \), \( M_{B\rightarrow A} \). These were introduced only for the proof of Lemma 1. One can also interleave modifying \( M_{A\rightarrow B} \) and \( M_{B\rightarrow A} \); it is not necessary to modify \( L_A \) vertices first followed by \( L_B \) vertices. Note that an “ordered warping” (ordered movement) approach was an option in [36], except they could not guarantee it would terminate. This seems to be an advantage of our method, which considers only the short cut edges when labeling vertices.

**Remark 3** (parallelization issue). The back-labeling procedure presents some difficulties for a parallel implementation, since a chain of dependencies may need to be resolved in order to guarantee that \( M_{A\rightarrow B} = M_{B\rightarrow A} = \emptyset \) (recall the “PROPAGATION” line). From our experience, the back-labeling execution time is not significant (sometimes it does not even execute). Usually, the initial vertex labeling gives an adequate labeling with only a few vertices that require modification without any far-reaching propagation effects. The main purpose of back-labeling is to eliminate cases
that could lead to flattened tetrahedra. It also has the advantage of reducing the number of ambiguous tetrahedra.

![Diagram](image)

**Fig. 8.** Remaining active cut long edge, which is the spine of an octahedron. The vertices $v_1$, $v_2$ are not labeled manifold, and edge $(v_1, v_2)$ is cut at the middle, while $v_3$, $v_4$, $v_5$, $v_6$ are all labeled manifold. This is the only possible configuration for an active cut long edge (see Proposition 4).

### 4.4. Flipping active long edges.

In general, after all cut short edges of the mesh are suppressed, there will be some remaining cut long edges that are still active (see Figure 8). The following proposition says there is only one possible configuration for an active cut long edge.

**Proposition 4.** Suppose all cut short edges of the mesh are suppressed, meaning that every cut short edge has one of its end points labeled manifold. Suppose there is a cut long edge $E$ with neither end point labeled manifold (i.e., it is active). Consider the octahedron $O$ whose spine is $E$, and assume the vertices are numbered as shown in Figure 8. Then the vertices $\{v_3, v_4, v_5, v_6\}$ must all be labeled manifold.

**Proof.** Suppose that one of the vertices $\{v_3, v_4, v_5, v_6\}$ is not labeled manifold (say $v_3$). Since neither $v_1$ or $v_2$ are labeled manifold, then the short edges $(v_2, v_3)$ and $(v_1, v_3)$ must not be cut (by hypothesis). However, all four tetrahedra of $O$ must be cut (because the spine $E$ is cut), and there are only two possible cut edge configurations for each tetrahedron (recall Figure 3). Therefore, it is not possible for $E$ to be cut and both $(v_2, v_3)$ and $(v_1, v_3)$ to not be cut. This can be seen by accounting for all possible cut configurations.

So either $(v_2, v_3)$ or $(v_1, v_3)$ must be cut. But $v_1$, $v_2$, and $v_3$ are not manifold, which means there is a cut short edge with neither end point labeled manifold. But this contradicts the fact that all cut short edges are suppressed. Hence, $v_3$ must be labeled manifold. The same argument holds for $v_4$, $v_5$, and $v_6$. 

**Remark 4.** The remaining active (cut) long edges must be suppressed in order to have a valid output mesh. One option is to label one of the end points of the active long edge manifold. For example, label $v_2$ in Figure 8 as manifold. But this requires $v_2$ to move toward the cut point on the spine of the octahedron or toward one of the manifold vertices on the outer ring of the octahedron. Both choices lead to bad dihedral angle bounds. It is more advantageous to instead flip the spine of the octahedron.

The above considerations suggest that we delete the cut long edge (i.e., $(v_1, v_2)$ in Figure 8) and insert a new edge: either $(v_3, v_5)$ or $(v_4, v_6)$. The tetrahedral con-
nectivity for each octahedral “slice” is as follows:

slice S (v₁-v₂ edge):  slice A (v₃-v₅ edge):  or slice B (v₄-v₆ edge):

(9)

where slice S is the original (standard) tetrahedral configuration of the octahedron, and slices A and B are the two options (see Figure 9).

**Algorithm 4** Flip Active Long Edges

Recall that E⁺₉ is the set of (remaining) active cut long edges.

for E ∈ E⁺₉ do
  Get the octahedral cell that has E as its spine (i.e., get the four tetrahedra \{T₁, T₂, T₃, T₄\} that have E as an edge).
  Put the six vertices \{vᵢ\}_{i=1}^6 of the octahedron into a well-defined order (see Figure 8).
  // We want to replace \{Tᵢ\}_{i=1}^₄ by \{T̃ᵢ\}_{i=1}^₄ using either slice A or slice B; see equation (9).
  // Note: for either slice, each \(T̃ᵢ\) has exactly one nonmanifold vertex (\(v₁\) or \(v₂\)).
  Therefore, \(\{T̃₁, T̃₂\}\) is inside the surface \(Γ\) and \(\{T₃, T₄\}\) is outside, or vice versa; see section 4.5 for more details.

The slice choice is made based on the *interior* tetrahedra. Without loss of generality, denote the interior tetrahedra as \(\{T₁^A, T₂^A\}\) for slice A and \(\{T₁^B, T₂^B\}\) for slice B.

Let \(θₐₕₜₚ, θₐₜₚ\) be the min and max dihedral angles for \(\{T₁^A, T₂^A\}\) and \(θₐₜₚ, θₐₘₜₚ\) be similarly defined for slice B.

// apply slice choice policy.
if \(θₐₜₚ < 11.47° \) and \(θₐₜₚ > 11.47° \) then
  Choose slice A if \(θₐₕₜₚ < θₐₜₚ\); otherwise, choose slice B.  // minimize the maximum dihedral angle.
else
  Choose slice A if \(θₐₜₚ < θₐₜₚ\); otherwise, choose slice B.  // maximize the minimum dihedral angle.
end if
end for

Local edge-flips within octahedra have the following advantages:

- They do not cause any propagation problems, i.e., where one has to continue modifying the mesh away from the initial edge-flip region. The operation is completely contained within the octahedral cell.
- By Proposition 4, the edge-flip introduces a new edge that is guaranteed to not be an active cut edge.
- It is still possible to compute a priori bounds on the dihedral angles.

Algorithm 4 implements an edge-flip policy for the remaining active cut long edges.

Remark 5. The “slice” choice policy in Algorithm 4 is important to guarantee good dihedral angles for the *interior* mesh. We consider only the interior tetrahedra...
of each slice because it is not possible to ensure good angles for all four tetrahedra if
the four outer vertices of the octahedron move in extreme ways.

Different criteria can be used to choose the slice. One choice is to always maxi-
mimize the minimum dihedral angle. But our dihedral angle bound calculations (see
Appendix A) found that it is not possible to do better than 11.47° for the minimum
dihedral angle. Moreover, the maximum dihedral angle can degrade to ≈ 166° if we
are concerned only with the minimum dihedral angle. So our policy acts to first ensure
that the minimum dihedral angle has sufficient quality, followed by ensuring a good
maximum dihedral angle.

We conclude with a result stating that the active long edge-flips in Algorithm 4
can be performed independently.

**Proposition 5.** Suppose all cut short edges of the mesh are suppressed, and
suppose there are two distinct active cut long edges \( E_1, E_2 \). Then both edges can
be flipped with Algorithm 4, and the connectivity of the resulting mesh is guaranteed
to be consistent (i.e., the mesh is conforming and there are no overlapping, tangled
elements).

**Proof.** Let \( O_1 \) and \( O_2 \) be the octahedra associated with \( E_1 \) and \( E_2 \) (respectively).
Suppose that \( O_1 \) and \( O_2 \) overlap (nonempty intersection). Then, by Proposition 1,
part 3, \( O_1 \) must contain \( E_2 \) as an outer long edge and \( O_2 \) must contain \( E_1 \) as an outer
long edge (recall Figure 2 (b) and Figure 8). But by Proposition 4, it means that \( E_1, E_2 \)
have both end points labeled manifold, implying that \( E_1 \) and \( E_2 \) are not active.
Ergo, \( O_1 \) and \( O_2 \) cannot overlap.

Therefore, since the long edge-flip within each octahedron does not affect the
mesh connectivity outside each octahedron, it is clear that the new mesh connectivity
is consistent. \( \blacksquare \)

**4.5. Choosing inside and outside tetrahedra.** The last step of Algorithm 1
marks which tetrahedra in the mesh are inside or outside the surface. It is clear that
if the level set function \( \phi \) is positive at all nonmanifold vertices of a tetrahedron \( T \),
then \( T \) should be marked as being inside \( \Gamma \). If a tetrahedron \( T \) has all four vertices
labeled manifold, then \( T \) is ambiguous and it is not obvious where it belongs. The
simplest strategy is to consider all ambiguous tetrahedra to be outside the surface, i.e., just delete them. The final output mesh \((T_{\text{out}}, V_{\text{out}})\) consists of only the interior tetrahedra and their referenced vertices.

5. Meshing guarantees. Despite the simplicity of Algorithm 1, we are able to achieve the following guarantees on the output mesh:

- The tetrahedra of the interior mesh have good dihedral angles.
- The boundary of the output mesh is close to the surface \(\Gamma\).
- If \(\Gamma\) is \(C^{1,1}\) (i.e., has bounded curvature) and the BCC grid has sufficient resolution, then the boundary of the output mesh is homeomorphic to \(\Gamma\).

Proving the above items is done by techniques similar to those in [36]. We outline them in the following sections.

5.1. Dihedral angles for Version 1. If Algorithm 1 is used to mesh an arbitrary continuous surface \(\Gamma\), but without step 7, we have the following bounds on the dihedral angles for the interior tetrahedra (see Appendix A):

\[
\begin{align*}
\text{minimum dihedral angle} & > 8.54^{\circ}, \\
\text{maximum dihedral angle} & < 164.18^{\circ}.
\end{align*}
\]

Of course, any edges/corners of \(\Gamma\) will not be respected by the output mesh (i.e., there will not be a set of mesh edge segments that conform to a surface edge). These angle bounds are directly comparable to the bounds obtained by the method described in [36]. However, we highlight the following differences:

- For one-sided meshing, the bounds in [36] are better than in (10) (by roughly 2° to 3° depending on the parameters of their method; see [36] for more details).
- The method in [36] requires extra refinement of the mesh in order to conform to the surface. In particular, they require the use of special stencils (8 non-trivial stencils after accounting for symmetries) which they use to subdivide the BCC mesh. This requires a matching procedure to choose the correct stencil and the use of a parity rule [36].

Thus, our method makes a small trade-off in the angle qualities but gains in simplicity. The most complicated aspect is the edge-flips, which are inexpensive to compute and straightforward to implement because the structure of the BCC mesh is known a priori. Our angle bounds are obtained by a computer-assisted proof (see Appendix A).

5.2. Geometric and topological accuracy. Obviously, the generated mesh should be a faithful representation of the shape described by the surface \(\Gamma\). It is clear from the algorithm that every vertex on the boundary of the output mesh lies on \(\Gamma\). Moreover, the algorithm never connects an interior vertex (i.e., positive level set sign) with an exterior vertex (negative sign), so the output mesh respects \(\Gamma\).

The method in [36] also achieves this, and the authors prove a geometric and topological accuracy result provided the background mesh is sufficiently fine. Indeed, their statements are general in that they apply to any background mesh method that satisfies the statements in the previous paragraph; ergo, they directly apply to our method as well. For convenience of the reader, the following two theorems taken from [36] apply to our method.

**Theorem 1** (one-sided Hausdorff bound). Suppose Algorithm 1 meshes a continuous level set function \(\phi\). (It does not matter if ambiguous tetrahedra are included in the output mesh.) For any point \(p\) in space, if \(p\) lies in an output tetrahedron but \(\phi(p) < 0\) (implying that \(p\) should lie outside the mesh), or if \(p\) does not lie in an output tetrahedron but \(\phi(p) > 0\), then \(p\) is within a distance no greater than \(\omega = \sqrt{7/8}\) from...
the isosurface \( \{ \phi = 0 \} \), i.e., \( \Gamma \). (The number \( \omega \) applies for the unscaled BCC lattice. If the BCC lattice is scaled by \( c \), the number is \( \omega c \).)

Proof. The same proof in [36, 35] applies here as well despite the edge-flip in our method. This is because you can go back to the reference BCC grid to compute the worst-case distance that \( p \) can be from \( \Gamma \).

Remark 6. Theorem 1 says that if the background lattice is scaled by a factor \( c \), then the greatest distance between a mesh boundary point and its nearest point on \( \Gamma \) converges to zero as \( c \to 0 \).

Theorem 2 (topologically accurate). Suppose Algorithm 1 meshes a continuous level set function \( \phi \) whose zero surface \( \Gamma \) is \( C^{1,1} \) [1, 19]. Assume the background BCC grid is scaled by \( c \). Let \( R_m > 0 \) be the minimum distance from a point on \( \Gamma \) to a point on the medial axis of \( \Gamma \) [57]. (Thus, \( R_m \) is a lower bound on the radius of curvature of \( \Gamma \).) If \( R_m > \omega c \), with \( \omega \) defined as in Theorem 1, then every point on \( \Gamma \) is within a distance \( \omega c \) from the mesh boundary. Moreover, if \( c/R_m \) is sufficiently small, then the boundary of the mesh is homeomorphic to \( \Gamma \), and there is a continuous deformation of space that carries \( \Gamma \) to the mesh boundary (i.e., there is an ambient isotopy from the identity map on \( \Gamma \) to the homeomorphism that maps \( \Gamma \) to the mesh boundary).


6.1. One bad case. When computing the dihedral angle bounds, it was found that there is one case that prevents our algorithm from outright beating the method in [36] in terms of dihedral angle bounds for one-sided meshing. This case, and its mirror image, are shown in Figure 10. More specifically, the movement directions of the three manifold vertices in Figure 10 are given by the unit vectors

Case 1: \( (1, -1, 1)/\sqrt{3}, (-1, -1, 1)/\sqrt{3}, (-1, 1, 1)/\sqrt{3} \),

Case 2: \( (1, 1, 1)/\sqrt{3}, (-1, -1, 1)/\sqrt{3}, (-1, 1, 1)/\sqrt{3} \).

The two cases in Figure 10 are not unreasonable, since they can arise from a flat surface, parallel to the \( y-z \) plane, cutting through the mesh at the “right” \( x \)-intercept. However, ignoring this one case would yield the angle bounds for a single tetrahedron with three vertices labeled manifold (see Appendix A.3.1),

(11) minimum dihedral angle > 13.26°, maximum dihedral angle < 157.59°,

which are, of course, much better than (10).

6.2. Another edge-flip. The case in Figure 10 can be eliminated by an appropriate long edge-flip (similar to Figure 9). Consider the edge-flip policy depicted in Figure 11; the details are given in Algorithm 5.

The edge-flip operation shown in Figure 11 (for both mirror image cases) yields the following dihedral angle bounds for the whole octahedron (see Appendix A.3.1):

(12) minimum dihedral angle > 18.53°, maximum dihedral angle < 150.01°.

Note: these bounds are for when the manifold vertices meet the extreme movement criteria given in Algorithm 5.

Of course, it is important that this additional edge-flip not interfere with itself or the active long edge-flip discussed in section 4.4. We now verify this.

Proposition 6. Suppose all cut short edges of the mesh are suppressed, and suppose there are two distinct long edges \( E_1, E_2 \) with only one end point labeled manifold.
Let $O_1$, $O_2$ be the octahedral cells associated with $E_1$ and $E_2$ (respectively). Assume that $O_1$, $O_2$ match the case depicted in Figure 11; i.e., each has three manifold vertices moving in the directions shown. Then both edges can be flipped with Algorithm 5, and the connectivity of the resulting mesh is guaranteed to be consistent (i.e., the mesh is conforming and there are no overlapping, tangled elements).

Proof. We proceed similar to the proof of Proposition 5 in that we must show that $O_1$ cannot contain $E_2$ and $O_2$ cannot contain $E_1$. For convenience, let us adopt the vertex labeling shown in Figure 11. If $O_1$ did contain $E_2$, then $E_2 = (v_3, v_6)$ or $E_2 = (v_4, v_5)$ (because $E_2$ has one manifold end point). But this would imply that $O_2$ does not match the case depicted in Figure 11; i.e., $E_2$ would not have its manifold vertex moving “upward.” In other words, if $E_1$ is a long edge to be flipped by Algorithm 5, then the surrounding long edges $(v_3, v_6), (v_4, v_5)$ will not be flipped by Algorithm 5. Therefore, $O_1$ cannot contain $E_2$ and $O_2$ cannot contain $E_1$, so the algorithm cannot interfere with itself.

We also have the following proposition.
**Algorithm 5** Additional Edge-Flip Policy

Let $E_{\text{flip}}$ be the set of long edges that have one endpoint labeled manifold.

```plaintext
for $E \in E_{\text{flip}}$ do
    Find the octahedron $O$ associated with $E$, i.e., the set of tetrahedra $O = \{T_i\}_{i=1}^4$ that share $E$ as a common edge.
    Order (number) the vertices of $O$ as depicted in Figure 11.
    if $O$ has only 3 manifold vertices that match the labeling configuration shown in Figure 11 then
        Let $d_i = \bar{x}_i - x_i$, where $x_i, \bar{x}_i$ are the coordinates of $v_i$ and its destination point (respectively) for $i = 2, 3, 4$.
        if $\{d_2, d_3, d_4\}$ match the directions shown in Figure 10 (either case) then
            Define $d_i = |d_i|/(cL_{\text{ct}})$, for $i = 2, 3, 4$.
            if $d_2 \geq 0.3$ AND $d_3 \geq 0.3$ AND $d_4 \geq 0.3$ then
                Let $\{\tilde{T}_i^A\}_{i=1}^4$ be the alternate set of tetrahedra given by the set of six vertices in $O$ and the slice A operation depicted in Figure 9 and (9). Note: Slice B could be used (it does not matter).
                Replace $O$ by $\{\tilde{T}_i^A\}_{i=1}^4$.
            end if
        end if
    end if
end for
```

**Proposition 7.** Both edge-flip policies, Algorithms 4 and 5, cannot interfere with each other.

**Proof.** Obviously, if there is an active cut long edge to be flipped, then none of its surrounding long edges can have only one endpoint labeled manifold by Proposition 4.

Alternatively, if there is a long edge that is the spine of an octahedron with the configuration shown in Figure 11, then none of the surrounding long edges can be active cut long edges. Note that the edge $(v_5, v_6)$ cannot be a cut long edge, because then Proposition 4 would imply that $v_1$ is labeled manifold, which is a contradiction. So neither edge-flip policy can affect the other. ☐
Remark 7. We execute Algorithm 5 immediately after Algorithm 4. In fact, both algorithms can be executed completely in parallel, since no communication is necessary between edge-flips. The movement criteria, i.e., $d_2, d_3, d_4 \geq 0.3$, are not numerically sensitive. For example, one could use 0.31 and still obtain the same overall dihedral angle bounds in (15).

6.2.1. Sufficient resolution eliminates conflicting case. The edge-flip policy in Algorithm 5 cannot always eliminate the two cases shown in Figure 10. For example, $v_5$ in Figure 11 could also be labeled manifold and be moving in such a way that the long edge $(v_5, v_6)$ may also need to be flipped. Obviously, we cannot apply Algorithm 5 to both long edges without ruining the output mesh connectivity. Therefore, if this “conflicting” situation arises, the safest policy is to not flip either.

However, it is worthwhile to consider when (and if) this situation can indeed occur. To this end, let $R_m$ be the minimum distance from a point on $\Gamma$ to a point on the medial axis of $\Gamma$ [57] (i.e., shape skeleton of $\Gamma$). Next, choose any four points on $\Gamma$ that are not coplanar, and find the sphere that intersects all four points. The radius of the sphere provides an upper bound on $R_m$; if the four points are coplanar, then take the radius to be $+\infty$. This essentially follows from the definition of medial axis and is related to the concept of global radius of curvature [27, 26] which can be extended to surfaces.

The following remark summarizes when this conflicting situation can happen.

Remark 8. Suppose we apply the mesh generation Algorithm 1 with a scaled BCC lattice (with spacing $c$) and there is a long edge $E$ with one end point labeled manifold, and $E$ is the spine of an octahedron with vertices ordered as shown in Figure 11. In particular, assume that $\{v_2, v_3, v_4, v_5\}$ are labeled manifold and that $\{v_2, v_3, v_4\}$ are moving along the directions described in Figure 10 (relative to the spine orientation $E$). In addition, assume that the vertices $\{v_2, v_3, v_4\}$ move more than $0.3cL_{st}$, where $c$ is the lattice spacing and $L_{st} = \sqrt{3}/2$ (i.e., $\{v_2, v_3, v_4\}$ satisfy the criteria of Algorithm 5 to execute an edge-flip). Then, no matter which valid short edge direction $v_5$ moves along, $R_m$ (defined earlier) satisfies the estimate

\begin{equation}
R_m < 1.1c.
\end{equation}

This result is a straightforward application of a computer-assisted proof, similar to our approach for estimating the dihedral angle bounds (see Appendix A.3.2).

Thus, the “conflicting” situation can be avoided if the lattice spacing satisfies

\begin{equation}
c \leq R_m/1.1,
\end{equation}

which is not an unreasonable assumption if we want a decent approximation of $\Gamma$.

6.2.2. Last resort edge-flip. If (14) is not satisfied, and if a fourth vertex is manifold, we can still try to flip, as long as that fourth vertex does not move more than $0.3cL_{st}$. That way we know we do not need to flip the long edge $(v_5, v_6)$. This is a straightforward modification of Algorithm 5. In this case, a choice must be made between not flipping and using one of the alternate slices (A or B). The same decision policy used in Algorithm 4 can be used here.

6.3. Improved angle bounds for Version 2. All the properties that were satisfied for Version 1 (see section 5) also hold for Version 2, except the dihedral angle bounds are better (see Appendix A.4):

\begin{equation}
\text{minimum dihedral angle} > 11.47^\circ, \quad \text{maximum dihedral angle} < 157.59^\circ,
\end{equation}
provided condition (14) is satisfied. These bounds are uniformly better than the bounds given in [36].

7. Numerical results. We apply Algorithm 1 (Version 2) to a variety of shapes in the following sections. Step 1 was implemented in MATLAB. Steps 2–8 were implemented in C++ by a MATLAB-MEX file for efficiency. The BCC lattice is built by first defining a standard (scaled) cubic lattice, with $N$ points per unit length along each dimension, followed by including the centroid of each cube as additional vertices. Next, the triangulation connectivity data is straightforwardly defined and we store all long and short edges separately. Then we store the local neighboring tetrahedra of all long edges (i.e., the octahedra).

Several figures show results of Algorithm 1 (Version 2). The minimum and maximum dihedral angles for each example are listed in the figure.

7.1. Level set input data. For these examples, the input data is a scalar function $\phi(x, y, z)$ (i.e., a level set function). For the simple shapes, $\phi$ is implemented analytically. The Bimba shape is represented by a 3-D Cartesian grid with level set values defined at the grid points; thus, $\phi$ is computed by interpolation of the grid data. Timings are given in Table 1.

<table>
<thead>
<tr>
<th>Shapes</th>
<th>Pts</th>
<th>Tetra.</th>
<th>Triang.</th>
<th>Step 1</th>
<th>Step 2</th>
<th>Step 3</th>
<th>Step 4</th>
<th>Steps 5–8</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plane</td>
<td>31</td>
<td>163,210</td>
<td>12,682</td>
<td>0.044</td>
<td>&lt; 0.001</td>
<td>&lt; 0.001</td>
<td>0.011</td>
<td>&lt; 0.068</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Sphere</td>
<td>31</td>
<td>2,904</td>
<td>552</td>
<td>0.046</td>
<td>0.010</td>
<td>&lt; 0.001</td>
<td>&lt; 0.001</td>
<td>0.010</td>
<td>&lt; 0.068</td>
</tr>
<tr>
<td>Torus</td>
<td>31</td>
<td>8,012</td>
<td>1,640</td>
<td>0.082</td>
<td>0.011</td>
<td>0.001</td>
<td>&lt; 0.001</td>
<td>0.011</td>
<td>&lt; 0.106</td>
</tr>
<tr>
<td>Bimba</td>
<td>51</td>
<td>112,495</td>
<td>8,670</td>
<td>0.299</td>
<td>0.040</td>
<td>0.003</td>
<td>0.002</td>
<td>0.055</td>
<td>0.399</td>
</tr>
</tbody>
</table>

7.1.1. Simple shapes. For the three cases in Figure 12, we restrict the scaled BCC lattice to the unit cube, using 31 cubic lattice points along each of the coordinate directions $x, y, z$. The level set functions for each shape are defined analytically. The computational running time for each shape is given in Table 1. The same background cube mesh was used for each of the shapes in Figure 12.

7.1.2. Bimba sculpture. Similar setup as in the previous section, except the scaled BCC lattice (restricted to the unit cube) uses 51 cubic lattice points along each of the coordinate directions $x, y, z$ (see Figure 13). The level set function $\phi(x, y, z)$ was defined by linear interpolation of samples on a $100 \times 100 \times 100$ Cartesian grid. The running times are given in Table 1. Step 1 was implemented in MATLAB using bisection to compute the cut points instead of Newton’s method. Thus, step 1 takes a lot longer here than for the simple shapes. Recall that Newton’s method converges quadratically, whereas bisection converges only linearly. However, Newton’s method requires derivative information [59, 60].

7.2. Surface mesh inputs. For these examples (Figures 14–19), the input data is a closed manifold (watertight) triangular surface mesh. Hence, we use bisection to compute the cut points, which requires that we “query” the geometry to determine
\[ \theta_{\text{min}} = 13.9527^\circ \quad \theta_{\text{max}} = 157.5891^\circ \]

\[ \theta_{\text{min}} = 23.2422^\circ \quad \theta_{\text{max}} = 129.1642^\circ \]

\[ \theta_{\text{min}} = 20.6041^\circ \quad \theta_{\text{max}} = 151.5570^\circ \]

**Fig. 12.** Meshing results for simple shapes (left to right: plane, sphere, torus). All three cases were meshed with a background grid given by the unit cube meshed by BCC tetrahedra (31 cubic lattice points along each coordinate). The plane case realizes the upper bound on the maximum dihedral angle. The sphere of radius 0.13 is shown with a cutaway view to illustrate the interior tetrahedra. The torus with cross-sectional radius 0.08 and “sweeping” radius 0.2 (e.g., surface of revolution) is rotated 25° with respect to the x-y plane of the background cube before meshing. The minimum and maximum dihedral angles are given.

**Fig. 13.** Meshing results for a sculpture “Bimba” (level set data courtesy of Xin Li at Louisiana State University). Mesh was generated from a unit cube of BCC tetrahedra (51 cubic lattice points along each coordinate). The surface mesh is shown on the left, with a cutaway view on the right to illustrate the interior tetrahedra. The minimum and maximum dihedral angles are given.

whether or not a point is inside the surface. The querying operation was done in MATLAB using an M-file `inpolyhedron`, by Sven Holcombe, available from the MATLAB File Exchange. This causes the running time of step 1 to be rather long. It is certainly possible to further improve the efficiency of step 1, which is the subject of future work. The method in [36] had the same issue. Again, the scaled BCC lattice is restricted to the unit cube. Timings for all examples are given in Table 2.

Most of the input meshes were obtained from the Aim@Shape website:
Table 2

Statistics for the surface mesh input cases in Figures 14–19 are given. The same format as in Table 1 is used, as is the same hardware. Bisection (and a geometry query) was used for step 1 in all examples.

<table>
<thead>
<tr>
<th>Shapes</th>
<th>Pts</th>
<th>Tetra.</th>
<th>Triang.</th>
<th>Step 1</th>
<th>Step 2</th>
<th>Step 3</th>
<th>Step 4</th>
<th>Steps 5–8</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bumpy Torus</td>
<td>31</td>
<td>59,432</td>
<td>8,502</td>
<td>14.885</td>
<td>0.013</td>
<td>&lt; 0.001</td>
<td>0.021</td>
<td>&lt; 0.001</td>
<td>&lt; 14.923</td>
</tr>
<tr>
<td>Genus 3</td>
<td>51</td>
<td>118,030</td>
<td>13,466</td>
<td>20.451</td>
<td>0.041</td>
<td>0.005</td>
<td>0.001</td>
<td>0.060</td>
<td>20.558</td>
</tr>
<tr>
<td>Hand</td>
<td>61</td>
<td>138,592</td>
<td>12,368</td>
<td>28.541</td>
<td>0.069</td>
<td>0.005</td>
<td>0.002</td>
<td>0.091</td>
<td>28.708</td>
</tr>
<tr>
<td>Skull</td>
<td>81</td>
<td>648,464</td>
<td>68,182</td>
<td>87.778</td>
<td>0.160</td>
<td>0.026</td>
<td>0.009</td>
<td>0.292</td>
<td>88.265</td>
</tr>
<tr>
<td>Stanford Bunny</td>
<td>61</td>
<td>326,242</td>
<td>17,932</td>
<td>36.785</td>
<td>0.073</td>
<td>0.006</td>
<td>0.004</td>
<td>0.097</td>
<td>36.965</td>
</tr>
<tr>
<td>Stanford Dragon</td>
<td>41</td>
<td>32,854</td>
<td>5,930</td>
<td>14.149</td>
<td>0.031</td>
<td>&lt; 0.001</td>
<td>&lt; 0.001</td>
<td>&lt; 0.001</td>
<td>&lt; 14.213</td>
</tr>
</tbody>
</table>

http://shapes.aimatshape.net. However, all surface meshes shown in the figures are the result of Algorithm 1; i.e., the surface mesh shown is the boundary of the output tetrahedral mesh produced by Algorithm 1, Version 2.

\[
\theta_{\text{min}} = 20.9334^\circ \\
\theta_{\text{max}} = 151.1319^\circ
\]

Fig. 14. Meshing results for a Bumpy Torus (surface mesh data from the Aim@Shape website). Mesh was generated from a unit cube of BCC tetrahedra (31 cubic lattice points along each coordinate). Same format as Figure 13.

We compare our Stanford Dragon meshing results (see last row of Table 2 and Figure 19) to the results obtained by the meshing method in [36]. Labelle and Shewchuk’s Stanford Dragon mesh had 32,853 tetrahedra (very close to our result), with minimum and maximum dihedral angles of 14.9° and 157.5°. The total computation time took 24.5 seconds, of which 0.172 seconds were for mesh generation; the rest of the time was spent doing bisection and geometry queries to determine if a point is inside or outside the surface \( \Gamma \) (i.e., step 1). The hardware they used was a Mac Pro with a 2.66 GHz Intel Xeon processor. For our Stanford Dragon, the output mesh had 32,854 tetrahedra, with a minimum and maximum dihedral angle of 15.9° and 152.0°. The total computation time took 14.213 seconds, of which 0.064 seconds were for mesh generation (i.e., steps 2–8). Hence, both methods have comparable computing times. Note the discrepancy in the different hardware used when comparing the computing times.
$\theta_{\text{min}} = 18.4114^\circ$

$\theta_{\text{max}} = 150.7961^\circ$

Fig. 15. Meshing results for a Genus 3 shape (surface mesh data from the Aim@Shape website). Mesh was generated from a unit cube of BCC tetrahedra (51 cubic lattice points along each coordinate). Same format as Figure 13. The surface mesh is slightly jagged in the high curvature regions.

$\theta_{\text{min}} = 18.5646^\circ$

$\theta_{\text{max}} = 151.9300^\circ$

Fig. 16. Meshing results for a hand shape (surface mesh data from the Aim@Shape website). Mesh was generated from a unit cube of BCC tetrahedra (61 cubic lattice points along each coordinate). Same format as Figure 13.

8. Conclusion.

8.1. Adapted meshes. We presented a method for generating quasi-uniform tetrahedral meshes of isosurfaces. A graded mesh can be created by using an octree decomposition of the volume containing the isosurface; this technique was proposed by Labelle and Shewchuk [36]. Their idea was to have uniformly sized cubes covering the surface but then have successively larger cubes in the interior using an octree. Meshing the graded (interior) cubes was achieved through the use of stencils. Then
Fig. 17. Meshing results for a skull with brain cavity (surface mesh data from the Aim@Shape website). Mesh was generated from a unit cube of BCC tetrahedra (81 cubic lattice points along each coordinate). Same format as Figure 13. Dihedral angles: minimum 17.8194°, maximum 152.4381°.

\[
\theta_{\text{min}} = 15.4402° \\
\theta_{\text{max}} = 150.3648°
\]

Fig. 18. Meshing results for the Stanford Bunny (surface mesh data courtesy of Xin Li at Louisiana State University). Mesh was generated from a unit cube of BCC tetrahedra (61 cubic lattice points along each coordinate). Same format as Figure 13.

they applied their meshing algorithm to the uniform part of the background grid that covers the surface. One can use the same approach for our method, i.e., use the Labelle and Shewchuk octree decomposition to generate the background grid, followed by the TIGER algorithm applied to the uniform region of the background grid that covers the surface.
\[ \theta_{\text{max}} = 152.0262^\circ \]
\[ \theta_{\text{min}} = 15.8596^\circ \]

Critical description of the meshing process involves grading the mesh on the surface, maintaining useful dihedral angle bounds, and ensuring the TIGER algorithm's efficiency.

8.2. Parallelization. Every step of Algorithm 1 is parallelizable, except for the back-labeling procedure. In all numerical experiments, the back-labeling never propagated very far from the initial manifold vertices that moved toward other manifold vertices. However, one can construct pathological surfaces that could cause every end point of a cut edge to be visited by the back-labeling procedure. But these cases tend to be very sensitive to the position of the BCC mesh relative to the surface. Hence, one can try displacing the background grid slightly and rerunning the algorithm if the back-labeling takes too long.

8.3. Some heuristic approaches. Algorithm 1 is guaranteed only to mesh the interior or exterior of \( \Gamma \) but not both. However, in practice, both sides are usually adequate if the lattice spacing is sufficiently fine. It is still possible to have ambiguous tetrahedra, even for a flat surface. In this case, the ambiguous tetrahedra deform into slivers with zero volume. For one-sided meshing, ambiguous tetrahedra can be deleted. If both sides must be meshed consistently, then a bisection/refinement procedure could be used to remove the sliver [42]. As a last resort, try rerunning the algorithm with the surface shifted by a fraction of the lattice spacing. This may induce a different labeling and mesh topology that may not have ambiguous elements.

For ambiguous tetrahedra that have sufficient quality, there is still the issue of identifying whether they are inside or outside the surface. Various rules have been devised to classify these tetrahedra [36], the simplest being to evaluate \( \phi \) at the centroid and let the sign determine whether it is in or out. One could introduce extra refinement to "break" the ambiguity, though this adds complexity to the implementation. Taking advantage of the octahedral view of the BCC mesh might be advantageous here.

The meshes generated by our algorithm tend to have good topological connectivity, so applying straightforward mesh smoothing techniques may be useful for improving the dihedral angles even further.
Appendix A. Computing guarantees on dihedral angles. We determine the dihedral angle bounds by direct computation over a finite number of cases. For example, a single BCC tetrahedron may have three of its four vertices labeled manifold, each of which may move along a short edge of the BCC mesh. There are a finite number of directions that each vertex can move, so there are only a finite number of cases to check. For each case, each vertex’s position is represented by a single parameter (i.e., its distance along the short edge); call it $\alpha_i$ for the $i$th vertex. Thus, there is a 3-D parameter space that must be searched [36].

When searching the parameter space, we compute the six dihedral angles of the tetrahedron by the formula

\[ \theta_k := \arccos(-f_k), \quad 1 \leq k \leq 6, \quad f_k := N_{k_1} \cdot N_{k_2}, \]

where $N_{k_1}, N_{k_2}$ are the unit normal vectors of the adjoining faces of edge $k$ of the tetrahedron, where $1 \leq k_1, k_2 \leq 4$. Note that the function $\arccos(-s)$ is a monotonically increasing function of $s$, so minimizing (or maximizing) $\theta_k$ is equivalent to minimizing or maximizing $f_k$. Note that $N_i = a_i \times b_i / |a_i \times b_i|$, where $a_i, b_i$ are vectors defining the edges of face $i$, and that $|a_i \times b_i|$ is twice the area of face $i$. Clearly, $f_k$ is a function of the four vertex positions of the tetrahedron. If no three vertices are co-linear (i.e., no tetrahedral face has zero area), then clearly $f_k$ is differentiable with respect to the vertex positions. In particular, $f_k$ is differentiable with respect to the three parameters $(\alpha_1, \alpha_2, \alpha_3)$ (in fact, it is $C^\infty$).

Furthermore, if the area of each tetrahedral face is bounded below by a strictly positive constant, then one can obtain a uniform explicit bound on $|\nabla f_k|$ (uniformly with respect to the parameters), i.e.,

\[ c_0 := \max_{1 \leq k \leq 6} \left[ \max_{j=1,2,3} \left| (\partial_{\alpha_j} f_k)(\alpha_1, \alpha_2, \alpha_3) \right| \right]. \]

Now suppose we sample the 3-D parameter space by a uniform Cartesian grid. Essentially, we are interpolating a smooth function via trilinear interpolation. Ergo, we have the standard error estimate [9, 52]

\[ \|f_k - I_h f_k\|_{L^\infty(Q)} \leq 3c_0 h, \]

where $Q$ is the parameter space “cube,” $I_h$ is the interpolation operator, $h$ is the Cartesian grid size, and the “3” comes from summing over the three parameters. Therefore, assuming $c_0$ is known, one can compute the true global minimum of $f_k$ (over $Q$) to within whatever accuracy is desired by choosing a small enough $h$. This is exactly how we computed the dihedral angle bounds. Furthermore, all calculations were done for an unscaled (unit) BCC lattice, because uniform scaling does not affect the angles. The following sections give details on each of the tetrahedral (or octahedral) configurations that were computed. All angle bounds are accurate to two decimal places (in degrees) and are strictly correct as written.

Remark 9. We actually estimate the minimum of all six dihedral angles of a tetrahedron, i.e.,

\[ f_{\min} = \min_{1 \leq k \leq 6} f_k, \]

which is not differentiable but is Lipschitz with constant given by the largest derivative in absolute value over all $f_k$ for $1 \leq k \leq 6$; this follows by a standard argument. So
we have an error estimate similar to (18) by basic Sobolev interpolation theory [9]. The same holds when computing the maximum dihedral angle over a tetrahedron.

Remark 10. Estimating \( c_0 \) requires computing the sensitivity of \( N_i \) to perturbations of the parameters, which critically depends on the area of the tetrahedral face \( i \). In other words, one must find a lower bound on the area of each tetrahedral face over the entire parameter range. We did this using the same technique suggested above, i.e., we sample the face area function fine enough, then take a conservative (uniform) lower bound on the face area that is guaranteed to be correct. For all of the cases we investigate, the tetrahedral face area never comes close to being degenerate. Ergo, we obtain a correct, albeit conservative, estimate of \( c_0 \).

With the estimate in hand, we compute conservative estimates of the global minimum and maximum of \( f_k \) over the parameter range. Thus, we can compute (correctly) a lower bound on the minimum dihedral angle and an upper bound on the maximum dihedral angle using (16). The accuracy of these bounds can be tightened by simply using a smaller mesh spacing \( h \).

Of course, this is an expensive calculation. But it is not part of the mesh generation method, so it has no impact on the algorithm’s efficiency. Moreover, this calculation can be trivially parallelized so it is tractable. Indeed, one can even use an adaptive octree approach to make it more efficient.

A.1. Single tetrahedron. A single tetrahedron can have (at most) three of its four vertices labeled manifold. Ambiguous tetrahedra (all four vertices manifold) are not considered here because they are not included in the interior mesh; recall step 8 of Algorithm 1. In other words, we guarantee only the interior mesh which does not include any ambiguous tetrahedra.

More specifically, let \( \{v_1, v_2, v_3, v_4\} \) be the vertices of a tetrahedron in the BCC mesh, and assume that \( v_1 \) does not move. Thus, we must search the parameter range:

\[
\alpha_1 = 0, \quad 0.0 \leq \alpha_i \leq 0.5 \quad \text{for} \quad i = 2, 3, 4,
\]

where \( \alpha_i \) is the distance that \( v_i \) moves (relative to the initial vertex position in the BCC mesh) along a short edge normalized by \( L_{st} = \sqrt{3}/2 \).

Since there are only eight short edges adjoining each vertex, there are \( 8^3 = 512 \) cases to evaluate. We rule out some of the cases where a vertex moves along a short edge toward another vertex that also moves a nonzero amount. This is because the back-labeling procedure eliminates those cases (see section 4.3). For this configuration, the worst-case dihedral angle bounds over all the valid cases are

\[
\begin{align*}
\text{minimum dihedral angle} &> 8.54^\circ, & \text{maximum dihedral angle} &< 164.18^\circ.
\end{align*}
\]

If the two cases in Figure 10 are ignored, then the angle bounds become

\[
\begin{align*}
\text{minimum dihedral angle} &> 13.26^\circ, & \text{maximum dihedral angle} &< 157.59^\circ.
\end{align*}
\]

A.2. Active cut long edge case.

A.2.1. Parameter ranges. An octahedron whose spine is an active cut long edge must have the four outer ring vertices labeled manifold (see Figure 8). Since there are eight short edges adjoining each vertex, there are \( 8^4 = 4096 \) cases to evaluate. However, many of these cases are redundant because of rotational symmetry about the spine (rigid rotations do not change angles); thus, we eliminate the repeat cases. The parameter ranges are

\[
\begin{align*}
\alpha_1, \alpha_2 &= 0, & 0.0 \leq \alpha_i &\leq 0.5 \quad \text{for} \quad i = 3, 4, 5, 6,
\end{align*}
\]
where \( \alpha_i \) is the normalized distance that \( v_i \) moves along a short edge (see Figure 8).

When computing the maximum and minimum dihedral angles (for a fixed set of parameter choices), we apply the policy described in Algorithm 4. This means we compute the angles for only two of the four tetrahedra (i.e., \( \{\tilde{T}_1, \tilde{T}_2\} \)) while accounting for the “best” slice choice. The next section describes how we verified the dihedral angle bounds for the active cut long edge configuration.

**A.2.2. Angle bounds.**

**Lemma 2.** Consider the edge-flip policy in Algorithm 4, and suppose \( \{\tilde{T}_1^A, \tilde{T}_2^A\} \) and \( \{\tilde{T}_1^B, \tilde{T}_2^B\} \) are the interior tetrahedra for slices A and B. Then it is always guaranteed that at least one of the slices satisfies the dihedral angle bounds

\[
\text{minimum dihedral angle} > 11.47^\circ, \quad \text{maximum dihedral angle} < 157.49^\circ
\]

over the entire parameter range given in (23) and over all cases.

**Proof.** Recall (16) and let \( f_{\min}^A, f_{\min}^B \) be the minimum of \( f_k \), for \( 1 \leq k \leq 6 \), of slices A, B, respectively, and analogously define \( f_{\max}^A, f_{\max}^B \). Define the dot product bounds by

\[
\eta_{\min} = -\cos(11.47\pi/180), \quad \eta_{\max} = -\cos(157.49\pi/180).
\]

Thus, proving (24) is equivalent to proving the following statement:

\[
(f_{\min}^A > \eta_{\min}) \text{ and } (f_{\max}^A < \eta_{\max}) \quad \text{or} \quad (f_{\min}^B > \eta_{\min}) \text{ and } (f_{\max}^B < \eta_{\max}).
\]

We encode this relation into the function

\[
\rho := (f_{\min}^A - \eta_{\min})^+ \cdot (\eta_{\max} - f_{\max}^A)^+ + (f_{\min}^B - \eta_{\min})^+ \cdot (\eta_{max} - f_{\max}^B)^+,
\]

where \( s^+ := \max(s, 0) \). Note: \( \rho \) is a Lipschitz function with a bounded derivative that is easily estimated in terms of (17). Hence, proving (26) is equivalent to showing that \( \rho \) is bounded below (uniformly) by a positive constant. In other words, we must compute the global minimum of \( \rho \) for each case and verify that it is positive. We do this by the same type of computer-assisted proof as was described earlier, which requires estimating \( \partial_x^i \rho \) and using a sufficiently small mesh spacing \( h \) (recall Remark 10). Thus, we are able to verify that the angle bounds in (24) are strictly correct as written.

**Remark 11.** We verify the result of Lemma 2 for the other two tetrahedra (i.e., \( \{\tilde{T}_3, \tilde{T}_4\} \)), because the interior of \( \Gamma \) could be on either side of \( \Gamma \) depending on the sign of \( \phi \).

For an arbitrary surface, we cannot guarantee good dihedral angles and a consistent/conforming mesh on both sides of the surface simultaneously for the active cut long edge case. This is because different slices may be used on either side of the surface due to the edge-flip policy in Algorithm 4. If the same slice were used on both sides, then the worst case dihedral angles become 0° and 180°! Clearly not desirable. For the same reason, we cannot guarantee meshing a domain such that the mesh conforms to an open surface contained inside the domain (e.g., a mesh that conforms to an internal “crack”). However, see the discussion in section 8.3 for potential remedies in practice.

**A.3. Additional edge-flip case.** Consider the octahedron shown in Figure 11 (as well as its mirror image). Hence, there are two cases to check with three parameters. The angle bounds we compute in this configuration are valid whether one always chooses slice A or slice B when executing the edge-flip.
A.3.1. Angle bounds. Recall the edge-flip policy described in Algorithm 5. So there are only three manifold vertices that move (out of six total). Hence, the parameter ranges are

\[ \alpha_1, \alpha_5, \alpha_6 = 0, \quad 0.3 \leq \alpha_i \leq 0.5 \quad \text{for } i = 2, 3, 4, \]

where \( \alpha_i \) is the normalized distance that \( v_i \) moves along a short edge (see Figure 11). For this configuration, the dihedral angle bounds over the two cases are

\[ \text{minimum dihedral angle} > 18.53^\circ, \quad \text{maximum dihedral angle} < 150.01^\circ, \]

using either slice A or slice B.

If we use Algorithm 5, we must also consider the case when we do not flip; i.e., perhaps \( v_2, v_3, \) or \( v_4 \) do not move far enough. This implies that we reconsider the single tetrahedron case in Appendix A.1 except with the following three sets of parameter ranges:

(1) \[ 0.0 \leq \alpha_2 \leq 0.3, \quad 0.0 \leq \alpha_3 \leq 0.5, \quad 0.0 \leq \alpha_4 \leq 0.5, \]

(2) \[ 0.0 \leq \alpha_2 \leq 0.5, \quad 0.0 \leq \alpha_3 \leq 0.3, \quad 0.0 \leq \alpha_4 \leq 0.5, \]

(3) \[ 0.0 \leq \alpha_2 \leq 0.5, \quad 0.0 \leq \alpha_3 \leq 0.5, \quad 0.0 \leq \alpha_4 \leq 0.3; \]

i.e., the edge-flip policy in Algorithm 5 is not triggered. For this configuration, the dihedral angle bounds over the two cases are

\[ \text{minimum dihedral angle} > 13.39^\circ, \quad \text{maximum dihedral angle} < 156.68^\circ. \]

A.3.2. Allowable conditions for additional edge-flip. The additional edge-flip is not guaranteed to be allowable if there is an additional fourth vertex labeled in the octahedron shown in Figure 11 (see sections 6.2.1 and 6.2.2). It turns out that if the lattice spacing \( c \) of the BCC background grid is not sufficiently small relative to \( R_m \) (the minimum distance to the medial axis of \( \Gamma \)), then this “conflict” situation can indeed happen. Therefore, we would like to estimate how large \( c \) must be for this to occur.

We estimate via a numerical approximation. Suppose we are in the situation described by Remark 8. We have four parameters (the distances that the four manifold vertices move along their short edges) to be searched. For a fixed set of parameters, we have a set of four vertex positions \( \{\tilde{v}_2, \tilde{v}_3, \tilde{v}_4, \tilde{v}_5\} \). We then find the sphere that intersects these vertices and compute its radius \( R_0 \). As noted earlier, this radius satisfies \( R_0 \geq R_m \). We then sweep the parameter space

\[ 0.3 \leq \alpha_i \leq 0.5 \quad \text{for } i = 2, 3, 4, 5, \]

where \( \alpha_i \) refers to the normalized distance that \( v_i \) moves along its edge to its destination \( \tilde{v}_i \). This search is performed for each possible set of movement directions. There are two directions along which \( v_2 \) can move: one direction for \( v_3 \) and one direction for \( v_4 \) (we are assuming \( \{v_2, v_3, v_4\} \) satisfy the edge-flip criteria of Algorithm 5). And \( v_5 \) could move along seven distinct short edges (note it cannot move toward \( v_2 \) because of back-labeling). Hence, we sweep for 14 different cases.

Finding the sphere that intersects four points can be numerically sensitive if the four points are close to being coplanar. However, because of the choices of the parameters here, the four points are never close to being coplanar. This is easily
monitored in our code by checking the value of a $4 \times 4$ determinant. Essentially, this means that $R_0$ is differentiable with respect to the four parameters. We derive an explicit bound on the gradient of $R_0$ (with respect to $\alpha_i$) and use that to rigorously estimate the error of our calculation. Basically, this is the same approach described earlier.

For this configuration, using the unscaled BCC lattice, we found $R_m < 1.1$ uniformly over all 14 cases; this estimate is strictly correct as written. If the lattice is scaled by $c$, then a standard argument gives

$$R_m < 1.1c,$$

which means that if the lattice spacing is too large, then the conflict situation might occur. Therefore, the additional edge-flip policy can always be done so long as

$$c \leq R_m/1.1.$$


**Theorem 3.** Version 1 of Algorithm 1 has dihedral angle bounds given by

minimum dihedral angle $> 8.54^\circ$, maximum dihedral angle $< 164.18^\circ$.

For version 2 (includes step 7 of Algorithm 1), let $c$ be the BCC lattice spacing and $R_m$ be defined as in Theorem 2. If $c \leq R_m/1.1$, then the dihedral angles satisfy

minimum dihedral angle $> 11.47^\circ$, maximum dihedral angle $< 157.59^\circ$.

**Proof.** For version 1, the angle bounds are given by (21) since those are clearly the most conservative. These bounds hold for any continuous surface, though the mesh that is generated will not respect geometric edges/corners.

For version 2, if we assume the condition $c \leq R_m/1.1$, then (21) is no longer relevant because that case is removed by the additional edge-flip, Algorithm 5. Ergo, we must contend with (22) and (24); the bounds in (28) and (29) are of course more generous (so can be ignored). Therefore, we obtain the assertion.

**Note added in proof.** The TIGER algorithm in implemented in the software package FELICITY, which is available at [www.mathworks.com/matlabcentral/fileexchange/31141-felicity](http://www.mathworks.com/matlabcentral/fileexchange/31141-felicity).
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