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Abstract
We present a numerical method to simulate thick elastic curves that accounts for self-contact
and container (obstacle) constraints under large deformations. The basemodel includes bend-
ing and torsion effects, as well as inextensibility. A minimizing movements, descent scheme
is proposed for computing energy minimizers, under the non-convex inextensibility, self-
contact, and container constraints (if the container is non-convex). At each pseudo time-step
of the scheme, the constraints are linearized, which yields a convex minimization problem
(at every time-step) with affine equality and inequality constraints. First order conditions are
established for the descent scheme at each time-step, under reasonable assumptions on the
admissible set. Furthermore, under a mild time-step restriction, we prove energy decrease
for the descent scheme, and show that all constraints are satisfied to second order in the time-
step, regardless of the total number of time-steps taken. Moreover, we give a modification
of the scheme that regularizes the inequality constraints, and establish convergence of the
regularized solution.We then discretize the regularized problemwith a finite element method
using Hermite and Lagrange elements. Several numerical experiments are shown to illustrate
the method, including an example that exhibits massive amounts of self-contact for a tightly
packed curve inside a sphere.
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1 Introduction

The packaging of material into confined spaces is an ubiquitous process in both nature and
in many engineering applications. Examples are: DNA packaging in viral and bacteriophage
capsids, as well as cell nuclei [1, 4, 36, 38, 43, 45, 64], mechanical packing of filaments or
slender rods [50, 55], self-deployable structures [40], drill strings in oil ducts [61], folding
of tree leaves [39], and hindwing folding in ladybugs [51].

The physics at play in the various applications involves several pieces, such as elastic
bending, biological diffusion, ion effects, etc. But the most salient feature in all of the exam-
ples is that the material cannot self-penetrate, which leads to the phenomena of self-contact,
i.e. where the elastic body under consideration deforms so much that distinct regions of its
boundary are in direct contact. Modeling the mechanics, and the numerical computation, of
collisions, multi-body contact, and self-contact has a long history. In computer graphics [13,
16, 22, 42, 54], collisions and contact must be accounted for to yield realistic animations.
Many practical problems exhibit contact effects, such as modeling aortic valves [8] and par-
ticulate suspensions in Stokes flow [44]. As a result, a host of methods and techniques have
been developed to handle contact phenomena in a variety of contexts; for instance, see [23,
37, 66].

In the case of multi-body contact, a popular method is the so-called “master–slave”
approach. It works by (arbitrarily) choosing one of the bodies as a reference (master) and the
other body as the slave and treating the no-penetration condition as an (essentially) standard
variational inequality or linear complimentarity problem [23, 66]. Unfortunately, whenmany
bodies are present, this approach is quite complicated and may be unstable. Furthermore,
the approach is not adequate for handling self-contact problems, at least not without ad hoc
adjustments.

Focusing now on elastic curves with thickness, more detailed and mathematically sophis-
ticated methods for modeling self-contact are available. In [56, 60], they develop analytical
approaches to closed curves that exhibit self-contact at a finite number of distinct points.
Along similar lines, [63] describe a Cosserat rod theory that accounts for isolated self-contact
points to model various elastic effects, such as jump or pop-out of (open ended) elastic rods.
Equilibrium equations for Kirchhoff rodswith non-trivial self-contact (i.e. the contact regions
are unknown a priori and not assumed to be distinct points) are developed in [21], as well as
[30, 31]. Another concept, related to self-contact, is known as the global radius of curvature
[26], which was used in characterizing ideal knots [18, 25, 53]. Lastly, the theory in [52], to
the best of our knowledge, gives the most general treatment on the equilibrium conditions
for nonlinearly elastic rods with self-contact.

The main concern of the present paper is the development of an algorithm that can model
inextensible elastic curves, with finite thickness, subject to external container constraints
as well as the no self-penetration condition. A variety of methods have been proposed for
inextensible elastic curves, e.g. finite element based methods [3, 5, 10, 14, 19]. For ideal
knots, which are closed curves of a given thickness and knot class, [6, 7] gave a gradient
descent method based on polygonal curves that imposed the no self-penetration condition.
A Monte Carlo method for computing ideal knots can be found in [41].

Of direct relevance to our work are the methods in [10–12]. A gradient descent method
is proposed in [10] for a bending-torsion rod whose discretization satisfies a �-convergence
result. In [11, 12], a singular “tangent-point” potential, based on [58, 59], is used to penalize
self-intersections of knotted closed curves.
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1.1 Summary of Results

In this paper, we model an inextensible bending-torsion rod with a given constant thickness,
subject to two inequality constraints. The first is a constraint on self-contact, which maintains
the no self-penetration condition, and is the central aspect of this paper. The second is an
obstacle-type inequality constraint that represents a container (capsid) which confines the
rod. The bending-torsion model is based on that in [10] with some minor simplification.
We handle self-contact by formulating an inequality constraint on the distances between
distinct points on the curve (similar to [21]). We then linearize the condition by a simple,
but powerful, technique presented in [48, 49]. The capsid constraint is formulated as a non-
linear inequality constraint, which is then linearized. This is all combined with a minimizing
movements scheme (i.e. gradient descent) for finding a (constrained) energy minimizer. We
establish well-posedness and KKT conditions, i.e. existence of Lagrange multipliers, at a
single time-step, for our discrete in time and continuous in space minimizing movements
scheme for inextensible, thick elastic curves inside a capsid that exhibit self-contact. A quasi
energy decrease property of the descent scheme is proved under amild time-step restriction. In
addition, the self-contact constraint is exactly satisfied, and all other constraints are satisfied
to second order accuracy in the time-step.

Furthermore, we give a regularization of the method that is simple to compute and con-
verges to the unregularized problem as the parameter c goes to infinity. Convergence of a
Newton scheme for solving the regularized problem is also verified for sufficiently good
initial guesses. Our finite element discretization is easy to implement, and we demonstrate
that the method can efficiently compute complex, tightly packed curve configurations. We
also describe a damped Newton scheme that allows for taking the regularization parameter
c to approximately 108 to 109 in our numerical experiments.

Despite the extensive literature on the analytical aspects of self-contact of thick elastic
curves, few numerical schemes are available for their computation. The descent scheme that
we present can handle self-contact and the capsid obstacle in a rigorous, stable, and efficient
manner. Indeed, to the best of our knowledge, the fully discrete scheme appears to be the
first to handle massive self-contact of elastic curves in an efficient manner. Moreover, no a
priori condition on the contact set is needed by the algorithm.

1.2 Outline

Section 2 describes the base inextensible bending-torsion rod model and the descent scheme
used to find an approximate energy minimizer. In Sect. 3, we present how the modeling
and linearization of the inequality constraints, with respect to self-contact and the capsid
container, is done. Section4 discusses the optimality conditions for a single time-step of the
descent scheme, and presents energy estimates under mild assumptions on the time-step. We
then describe our regularization procedure for handling the inequality constraints, as well
as a semi-smooth Newton method for solving the regularized problem, in Sect. 5. Section6
describes our finite element discretization and discusses implementation issues. Numerical
results are given in Sect. 7 which illustrate the robustness and efficacy of our method. We
then make final comments in Sect. 8.
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1.3 Notation

For denoting general (non-linear) functionals, we shall use brackets. For example, if F :
V → R, where V is a function space, we write F[v] ∈ R. In addition, F may depend on
other fixed quantities, e.g. F[v; u], where v is the argument and u is fixed, and we use this
same convention for functions.

For the case of linear and bilinear forms, we shall use parenthesis. For example, if f :
V → R is a linear form (linear in its argument), then we write f (v) ∈ R; the same goes
for a linear functional, F(v). Similarly, for a bilinear form a : V × V → R (linear in each
argument separately), we write a(v,w) ∈ R. In general, we use parenthesis to emphasize
linearity, an inner product, or just collecting a tuple of arguments. If a linear or bilinear form
depends on a “fixed” quantity, we use a bracket, e.g. f [u](v) and a[u](v,w) are linear and
bilinear forms, respectively, that depend on the fixed function u.

Moreover, given a non-linear functional J : U → R, its variational derivative is denoted
δ J [u](v), which is the derivative in the direction v, evaluated at the point u. If J is a non-
linear functional onU ×W , then δu J [u, w](v) and δw J [u, w](q) specify which argument is
being differentiated. Furthermore, the second variational derivative is denoted δ2F[u](v, q),
where v and q are two different perturbations, and u is fixed.

2 An Inextensible Elastic Rod with Bending and Torsion

We model a three dimensional curve as an inextensible and unshearable elastic rod, and is
inspired by [10].

2.1 Model Problem

We parameterize the rod, with length L > 0, by the map x : U → R
3, where U = (0, L).

When denoting standard L p(U ) spaces, and Sobolev spaces, e.g. H2(U ) and W 1,p(U ), we
simply write L p ≡ L p(U ), H2 ≡ H2(U ), and W 1,p ≡ W 1,p(U ) when the domain is clear.

The reference shape of the rod is straight and is captured by themap x(ξ) = (ξ, 0, 0)T , for
ξ ∈ U . Let ′ ≡ ∂ξ . Next, define the unit tangent vector of x by t = ∂sx ≡ |x′|−1x′, where ∂s
is differentiation with respect to arc-length. We also introduce the director b : U → R

3 that
represents the twisting of the rod. Furthermore, we demand that {t, b, d} form an orthonormal
frame, where d = t × b.

The (dimensional) energy of the rod is given by

˜Er [x, b] = c̃b
2

∫ L

0
|x′′|2 dξ + c̃t

2

∫ L

0

(

b′ · d)2 dξ. (1)

Further details on the derivation of this model can be found in [9, 10, 47]; see [2] for a general
reference. Non-dimensionalizing, and including external effects, we have

̂Er [x, b] = cb
2

∫ L

0
|x′′|2 dξ + ct

2

∫ L

0

(

b′ · d)2 dξ − F (x, b) , (2)

where cb, ct > 0 (the bending and twistingmodulus, respectively) and L are non-dimensional
parameters, and the external energy termF (x, b) is due to external forces and boundary force
effects, and we assume it to be a linear functional given by:
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F (x, b) = Fx (x)+ Fb (b) , Fx (x) := 〈x, f 〉 + h · x
∣

∣

∣

L

0
+ k · x′

∣

∣

∣

L

0
,

Fb (b) := 〈b, g〉 + l · b
∣

∣

∣

L

0
, (3)

where f ∈ (H2)∗, g ∈ (H1)∗, and ω
∣

∣

∣

L

0
≡ ω(L) − ω(0), for some functions h, k, and l

defined on {0, L}. We minimize (2) over the admissible set Ar defined by

Ar := {

(x, b) ∈ Ar,x × Ar,b | x′ · b = 0, a.e.
}

,

Ar,x := {

x ∈ W (xbc) | |x′| = 1, a.e.
}

, Ar,b := {b ∈ V (bbc) | |b| = 1, a.e.} ,
W (xbc) := {x ∈ [H2]3 | Xbc (x) = xbc}, V (bbc) := {b ∈ [H1]3 | Bbc (b) = bbc}. (4)

Note that Ar , Ar,x , and Ar,b are not convex, but are weakly closed (because of the compact
embeddingsW (xbc) ⊂ H1 andV (bbc) ⊂ L2). Dirichlet conditions are encoded in Xbc (x) =
xbc ∈ R

Nx and Bbc (b) = bbc ∈ R
Nb , which we assume to be linear; note: 0 ≤ Nx ≤ 4 and

0 ≤ Nb ≤ 2.

Assumption 2.1 Ar , Ar,x , and Ar,b are nonempty, and |x(0) − x(L)| < L . Moreover, we
assume ‖x′′‖L2 is equivalent to ‖x‖H2 over Ar,x (denoted ‖x′′‖L2 ≈ ‖x‖H2 ), and ‖b′‖L2 ≈
‖b‖H1 over Ar,b.

Remark 2.2 The nonempty condition is guaranteed if the Dirichlet conditions Xbc (x) =
xbc, Bbc (b) = bbc are compatible with the curve parametrization and orthonormal frame
condition. Furthermore, any imposed boundary data can bematched by a suitable adjustment;
see [10] for a discussion. The norm equivalences hold if suitable Dirichlet conditions are
imposed, or other conditions are imposed, such as removing all rotations in Ar,x and imposing
mean-value zero in Ar,b.

Since {t, b, d} is an orthonormal frame, using the constraints in the admissible set we
have that

|b′|2 = (b′ · x′)2 + (b′ · d)2, (5)

because b′ · b = 0. Thus, the energy can be rewritten as

̂Er [x, b] = cb
2

∫ L

0
|x′′|2 dξ + ct

2

∫ L

0

{

|b′|2|x′|2 − (b′ · x′)2} dξ − F (x, b) . (6)

Note that ̂Er [·, ·] is convex in each argument separately (when ignoring the orthonormal
frame constraints), but not jointly convex. Moreover, ̂Er [·, ·] over Ar is bounded below by
the following argument. Let c̃ = min(cb, ct) > 0 and note

̂Er [x, b] ≥ c̃

2

[∫ L

0
|x′′|2 dξ +

∫ L

0

{

|b′|2|x′|2 − (b′ · x′)2} dξ

]

− F (x, b)

= c̃

2

[∫ L

0

(

|x′′|2 − 1

2

(

b · x′′)2
)

dξ +
∫ L

0

{

|b′|2|x′|2 − 1

2

(

b′ · x′)2
}

dξ

]

− F (x, b)

≥ c̃

4

[∫ L

0
|x′′|2 dξ +

∫ L

0
|b′|2 dξ

]

− F (x, b) ,

(7)

where we used that x′ · b = 0 implies x′ · b′ = −x′′ · b a.e. and |x′| = |b| = 1 a.e. Since the
term in brackets is quadratic and F (x, b) is a bounded linear functional, the right-hand-side
of (7) is bounded below. Note that this formulation is slightly different from the one in [10].
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Proposition 2.3 Adopt Assumption 2.1. Then there exists a minimizer in Ar for the energy in
(6).

Proof Let {(xk, bk)} ⊂ Ar be a minimizing sequence. Clearly, ‖xk‖H2 is uniformly bounded
in k. Furthermore, because of the constraint b · x′ = 0, we have that b′ · x′ = −b · x′′. Since,
|x′| = |b| = 1, a.e., one can show that

̂Er [x, b] ≥ C0‖b′‖2L2 − C1, (8)

for some fixed positive constants C0, C1. Hence, ‖bk‖H1 is uniformly bounded in k.
Therefore, for appropriate subsequences (not relabeled), xk⇀x in [H2]3 and bk⇀b in

[H1]3. By compact embedding, x′
k → x′ strongly in [L2]3, which allows to show that̂Er [·, ·]

is weakly lower semi-continuous. Thus, since Ar is weakly closed, by standard calculus of
variations [20, 35], there exists a minimizer. ��

In order to develop a practical numerical algorithm to find local minimizers, we follow
the approach of [10] and relax the orthogonality constraint, x′ · b = 0, by penalizing it.
Furthermore, in order to ensure a well-posed formulation andmaintain simplicity, we include
an additional regularization term

∫ L
0 |b′|2 dξ . Thus, the energy we consider is as follows:

Er [x, b] = cb
2

‖x′′‖2L2 + cr
2

‖b′‖2L2 + ct
2

∫ L

0

{

|b′|2|x′|2 − (b′ · x′)2} dξ + co
2

‖x′ · b‖2L2 − F (x, b)

= cb
2

‖x′′‖2L2 + cr
2

‖b′‖2L2 + 1

2
m[b] (x, x)− F (x, b) ,

(9)

where co > 0 is a (large) penalty parameter, cr > 0 is a (small) regularization parameter, and
m[b] (x, x) ≡ m[x] (b, b) are continuous parameterized bilinear forms defined by

m[b̃] (y,w) := ct

∫ L

0

{

|b̃′|2( y′ · w′)−
(

b̃
′ · y′) (b̃′ · w′)} dξ + co

∫ L

0

(

y′ · b̃
) (

w′ · b̃
)

dξ,

m[x̃] (z, v) := ct

∫ L

0

{

(z′ · v′)|x̃′|2 − (z′ · x̃′) (v′ · x̃′)} dξ + co

∫ L

0

(

x̃′ · z) (x̃′ · v
)

dξ,

m[b̃] (w,w) ≥ ct‖(w′)T
[

|b̃′|2 I − b̃
′ ⊗ b̃

′]
w′‖2L2 + co‖w′ · b̃‖2L2 ≥ 0,

m[x̃] (v, v) ≥ ct‖(v′)T
[|x̃′|2 I − x̃′ ⊗ x̃′] v′‖2L2 + co‖v · x̃′‖2L2 ≥ 0,

m[b̃] (y,w) ≤ ct‖ y′‖L∞‖w′‖L∞‖b̃′‖2L2 + co‖ y′ · b̃‖L2‖w′ · b̃‖L2

≤ C1‖b̃′‖2L2 (ct + coC2) ‖ y′′‖L2‖w′′‖L2 ,

m[x̃] (z, v) ≤ ‖x̃′‖2L∞ (ct + coC3)‖z′‖L2‖v′‖L2 ,

(10)

where C1,C2,C3 > 0 are uniform constants. We seek to find (local) minimizers of the
following problem:

inf
(x,b)∈Ar,x×Ar,b

Er [x, b] , subject to τ(x) = 0, 	(b) = 0, a.e., (11)

i.e., we minimize Er [·, ·] over W (xbc) × V (bbc), subject to the constraints τ(x) = 0 and
	(b) = 0, a.e., which capture the unit length constraints:

τ : [H2]3 → H1, τ (w)(ξ) := 1

2
(|w′(ξ)|2 − 1), ∀ ξ ∈ U ,

	 : [H1]3 → H1, 	(v)(ξ) := 1

2
(|v(ξ)|2 − 1), ∀ ξ ∈ U ,

(12)
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with variational derivatives

τ ′
x (w) (ξ) = x′(ξ) · w′(ξ), [τ ′′

x (w, y)](ξ) = w′(ξ) · y′(ξ), ∀ ξ ∈ U ,

	′
b (v) (ξ) = b(ξ) · v(ξ), [	′′

b(v, z)](ξ) = v(ξ) · z(ξ), ∀ ξ ∈ U .

A minimizer of (11) can be shown by the direct method, similar to the proof of Prop. 2.3.

Proposition 2.4 Adopt Assumption 2.1. Then there exists a minimizer in Ar,x × Ar,b for the
energy in (9).

Proof Let {(xk, bk)} ⊂ Ar,x × Ar,b be a minimizing sequence. Clearly, ‖xk‖H2 is uniformly
bounded in k. Furthermore, since cr > 0, ‖bk‖H1 is uniformly bounded in k. Therefore,
for appropriate subsequences (not relabeled), xk⇀x in H2 and bk⇀b in H1. By compact
embedding, x′

k → x′ strongly in L2 and bk → b strongly in L2, which allows to show
that Er [·, ·] is weakly lower semi-continuous. Thus, since Ar,x × Ar,b is weakly closed, by
standard calculus of variations [20, 35], there exists a minimizer. ��

Standard arguments show that (9) and (12) are twice continuously Fréchet differentiable
[62], i.e. taking advantage of Sobolev embeddings when the domain is one dimensional, one
can show that

δ(x,b)Er [x, b] (·, ·) ∈ L([H2]3 × [H1]3,R),
δ2(x,b)Er [x, b] ((·, ·), (·, ·)) ∈ L([H2]3 × [H1]3,L([H2]3 × [H1]3,R)), (13)

and

τ ′
x (·) ∈ L([H2]3, H1), τ ′′

x (·, ·) ∈ L([H2]3,L([H2]3, H1)),

	′
b (·) ∈ L([H1]3, H1), 	′′

b(·, ·) ∈ L([H1]3,L([H1]3, H1)),
(14)

are continuous in terms of (x, b). Moreover, we have surjectivity for the Fréchet derivatives
of the unit length constraints τ(x), 	(b), under the following basic assumption.

Assumption 2.5 Henceforth, we choose the boundary conditions in W and V in (4) so that
W (0) ≡ {w ∈ [H2]3 | w′ ∈ [H1

0 ]3,w(0) = 0} and V (0) ≡ [H1
0 ]3.

Other boundary conditions can also be used, provided w ∈ W (0) does not vanish at both
end-points. For any other choice of boundary conditions, Propositions 2.6, 2.7 still hold with
obvious modifications to the space for the dual variable.

Proposition 2.6 Under Assumption 2.5, for all x̃ ∈ [H2]3, such that |x̃′| ≥ a0 > 0 a.e.,
τ ′
x̃ (·) : W (0) → H1

0 , is surjective, i.e.

sup
w∈W (0)

〈

μ, τ ′
x̃ (w)

〉

H−1×H1
0

‖w′′‖L2
≥ β‖μ‖H−1 , for all μ ∈ H−1, (15)

for some β > 0 that depends on x̃ and a0.

Proof Given any μ ∈ H−1, there exists a ϕ ∈ H1
0 such that 〈μ, ϕ〉 /‖ϕ′‖L2 = ‖μ‖H−1 . Let

y′ = ϕ x̃′|x̃′|−2, where x̃′ ∈ [H1]3 such that |x̃′| ≥ a0 > 0 a.e. By Sobolev embedding and
Poincaré, ‖ϕ‖L∞ ≤ C0‖ϕ′‖L2 , whence y′ ∈ [H1

0 ]3 and y ∈ W (0) (by an anti-derivative).
Moreover, ‖ y′′‖L2 ≤ a−1

0 (1 + a−1
0 C0

√
3‖x̃′′‖L2)‖ϕ′‖L2 . Thus, we obtain

sup
w∈W (0)

〈

μ, τ ′
x̃ (w)

〉

‖w′′‖L2
≥
〈

μ, τ ′
x̃ ( y)

〉

‖ y′′‖L2
≥ β

〈μ, ϕ〉
‖ϕ′‖L2

= β‖μ‖H−1 ,

where β = a0(1 + a−1
0 C0

√
3‖x̃′′‖L2)−1. ��
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Proposition 2.7 Under Assumption 2.5, for all b̃ ∈ [H1]3, such that |b̃| ≥ a0 > 0 a.e.,
	′
b̃
(·) : V (0) → H1

0 , is surjective, i.e.

sup
v∈V (0)

〈

μ, 	′
b̃
(v)
〉

H−1×H1
0

‖v′‖L2
≥ β‖μ‖H−1 , for all μ ∈ H−1, (16)

for some β > 0 that depends on b̃ and a0.

Proof The proof is mainly standard (c.f. [32, Thm. 3.1]) and is similar to the proof of Prop.
2.6. ��

With the above results, first order optimality conditions (i.e. KKT conditions) can be
established for (11) (see [34]).

2.2 Gradient Flow

Even for the simple case of an inextensible elastic rod, finding an equilibrium solution is
difficult. The energy is non-linear and non-convex. So we adopt a minimizing movements
strategy. Given the current state (x̃, b̃) ∈ Ar , i.e. a feasible point which will play the role of
a linearization point, define the following modified energy motivated by minimizing move-
ments:

Jr [x, b] ≡ Jr

[

x, b; x̃, b̃
]

= Er [x, b] + 1

2�t
(x − x̃, x − x̃) + 1

2�t

(

b − b̃, b − b̃
)

†
,

(17)

where we have introduced a time-step �t > 0. The continuous, symmetric bilinear forms
(·, ·) : [H2]3 × [H2]3 → R and (·, ·)† : [H1]3 × [H1]3 → R can be weighted inner
products, but our typical choice is (w, y) ≡ (w, y)H2 and (v, z)† ≡ (v, z)H1 , as in [10].
Note that (17) is twice continuously Fréchet differentiable.

We now use a time-splitting method via alternating minimization to approximate a mini-
mizer of (11), i.e. if (xi , bi ) is the solution at the current time-step, we perform a two-stage
minimization to obtain the solution (xi+1, bi+1) at the next time-step (see Algorithm 1).
Furthermore, note that the unit length constraints for b and x′ can be written as

τ(w) = τx̃ (w)+ 1

2

∣

∣w′ − x̃′∣
∣

2
, 	(v) = 	b̃ (v)+ 1

2

∣

∣

∣v − b̃
∣

∣

∣

2
, (18)

where the linearizations are given by

τx̃ (·) : [H2]3 → H1, τx̃ (w) := τ(x̃)+ τ ′
x̃ (w − x̃) = 1

2

(|x̃′|2 − 1
)+ x̃′ · (w′ − x̃′) ,

	b̃ (·) : [H1]3 → H1, 	b̃ (v) := 	(b̃)+ 	′
b̃

(

v − b̃
)

= 1

2

(

|b̃|2 − 1
)

+ b̃ ·
(

v − b̃
)

.

(19)

We use these affine constraints in Steps 1 and 2 of Algorithm 1. Additional constraints
will be added later, but the alternating minimization scheme will be the same. Existence of
minimizers for Steps 1 and 2 is established in Sects. 4.1 and 4.2, respectively.
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Algorithm 1 High level alternating minimization for (11).

Set a tolerance TOL > 0, time-step�t > 0, and choose a feasible initial guess (x0, b0) ∈ W (xbc)× V (bbc).
Set i := 0 and do the following.

1. Find xi+1 ∈ W (xbc) that uniquely minimizes Jr

[

·, bi ; xi , bi
]

, subject to a convex constraint set;

see (37).

2. Find bi+1 ∈ V (bbc) that uniquely minimizes Jr

[

xi+1, · ; xi+1, bi
]

, subject to 	bi (b) = 0, on

U ; see (45).

3. If max
(

‖xi+1 − xi‖W1,∞(U ), ‖bi+1 − bi‖L∞(U )

)

< TOL, then stop;

else, replace i ← i + 1 and return to Step 1.

3 Inequality Constraints

We introduce two inequality constraints that are critical to modeling the packing of elastic
rods, with finite thickness, inside rigid containers. The first accounts for no self-overlap of the
rod, and the second accounts for the constraint of the container. In both cases, we introduce
an effective linearization that is utilized in our minimizing movements scheme.

3.1 Self-contact

We define an elastic rod, with uniform thickness ε > 0, to be the set of points

� ≡ �(x) := {η ∈ R
3 | dist(η, x(·)) ≤ ε/2}, (20)

using the curve parametrization x. We seek to impose a no self-overlap condition on �,
which is a central aspect of this paper, and has been investigated by various authors, e.g. [9,
11, 25, 26, 52, 59].

We approximate the no self-overlap condition through the following admissible set (c.f.
[21, eqn. (8)] and [30, eqn. (2.2)]):

Asc = {x ∈ [H2]3 | ε ≤ |x(ξ1)− x(ξ2)|, for a.e. ξ1, ξ2 ∈ U , such that |ξ1 − ξ2| ≥ πε/2
}

, (21)

which imposes a non-convex inequality constraint on self-contact. Note: the condition
|ξ1 − ξ2| ≥ πε/2 ignores neighboring parametric points and ensures Asc �= ∅. An alter-
native method, that avoids the small “cut-off” of neighboring points, is the global radius of
curvature [25, 26, 41], which is a powerful concept that simultaneously deals with “points of
closest approach” and the local radius of curvature. Another related approach uses a non-local
tangent-point repulsive potential [9, 11, 12, 17, 57–59].

In this paper, we focus only on (21) for the following reasons. It is simple, yet can be
extended to use the point-tangent radius, instead of the simple distance function in (21),
which would give a more exact definition of no self-overlap. Indeed, this is the crucial aspect
of the global radius of curvature discussed in [25, 26, 41] and is an interesting point of future
work. Moreover, the condition in (21) maintains the spatial locality of self-contact in the
ambient space. The use of a non-local repulsive potential may not be physically relevant,
depending on the phenomena being modeled.
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3.1.1 Linearization of Self-contact

Of course, Asc is a non-convex set. Therefore, we take advantage of the minimizing move-
ments strategy and linearize the admissible set (21) about a given curve x̃. This is inspired
by the approach in [49] (also see [48] for more analytical discussion on this topic).

First note that, for any y ∈ [H1]3, | y(ξ1) − y(ξ2)| = − p (ξ1, ξ2; y) · ( y(ξ1) − y(ξ2)),
where

p (ξ1, ξ2; y) :=
{

− y(ξ1)− y(ξ2)
| y(ξ1)− y(ξ2)| , if ξ1 �= ξ2,

0, if ξ1 = ξ2,
(22)

and is well-defined provided y is an injective map; the minus sign in the definition is for
convenience. We call p the proximity vector and it satisfies p (ξ1, ξ2; y) = − p (ξ2, ξ1; y).
With this, for a given x̃ ∈ [H1]3, we define the following convex set

Āsc(x̃) := { y ∈ [H2]3 | ε + p (ξ1, ξ2; x̃) · ( y(ξ1)
− y(ξ2)) ≤ 0, for a.e. ξ1, ξ2 ∈ U , with χn(ξ1, ξ2) = 1}, (23)

where χn : U 2 → {0, 1} is the characteristic function defined by

χn(ξ1, ξ2) =
{

1, if |ξ1 − ξ2| ≥ πε/2,

0, else.
(24)

Because of χn, the value of p (ξ1, ξ2; y) when ξ1 = ξ2 is irrelevant.

3.1.2 Notations and Definitions

LetU 2 := U×U be theCartesianproduct domain and
∫

U2 f (ξ)dξ ≡ ∫ L
0

∫ L
0 f (ξ1, ξ2)dξ1dξ2,

where (ξ1, ξ2) ≡ ξ . The L2(U 2) inner product is denoted ((u, v))L2(U2) = ∫

U2 uvdξ and
the duality pairing is denoted 〈〈ζ, v〉〉Z∗×Z , where Z∗ is the dual of Z .

We introduce the point-to-point difference operator� : [H2(U )]3 → [H2(U 2)]3 defined
by

yt(ξ1, ξ2) := y(ξ1)− y(ξ2), for a.e. ξ1, ξ2 ∈ U , (25)

where [� y](ξ1, ξ2) = −[� y](ξ2, ξ1). Note that p (ξ1, ξ2; y) = −[� y/|� y|](ξ1, ξ2) for
ξ1 �= ξ2. The adjoint operator �∗ : ([H2(U 2)]3)∗ → ([H2(U )]3)∗ is defined formally
through 〈〈ζ ,� y〉〉 = 〈�∗ζ , y〉 for all y ∈ [H2(U )]3 and ζ ∈ ([H2(U 2)]3)∗.

In the following, we need the space of symmetric functions in H2(U 2):

T := { f ∈ H2(U 2) | f (ξ1, ξ2) = f (ξ2, ξ1), for a.e. ξ1, ξ2 ∈ U }. (26)

For a given w ∈ [H2]3, let ψ(w) : U 2 → R be defined as ψ(w)(ξ1, ξ2) := ε − |w(ξ1) −
w(ξ2)|; we call ψ the two-point self-contact function. In addition, for a given curve x̃, we
have the mapping ψx̃ (·) : [H2(U )]3 → T , which is a linearization of ψ(·), given by

ψ̃ (x) ≡ ψx̃ (x) = ε1 + ˜Sx, ψ̃ ′ ( y) ≡ ψ ′
x̃ ( y) = ˜S y, (27)

where 1 is the unit function on U 2 and the operator ˜S ≡ Sx̃ : [H2(U )]3 → T is defined
by ˜S y := � y · p̃, for all y ∈ H2, with p̃ ≡ p (·, ·; x̃). The following monotone property is
trivial, but extremely useful

ψx̃ (x) ≥ ψ(x), for all x̃, x ∈ [H2]3. (28)
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Now define the closed convex cone Kψ ⊂ T and its dual cone:

Kψ = {z ∈ T | z(ξ1, ξ2) ≤ 0, if χn(ξ1, ξ2) = 1},
K ∗
ψ = {ζ ∈ (T )∗ | 〈〈ζ, z〉〉 ≥ 0, ∀z ∈ −Kψ }, (29)

which allows us to write the constraint x ∈ Āsc(x̃) as ψx̃ (x) ∈ Kψ .

3.2 Confinement Inside a Container

Next, we impose that the curve lies strictly inside a container, which we call the capsid. For
instance,�must be contained inside the capsid�c, whichwe take to be convex for simplicity.
Let φ : R3 → R be the level set function for�c such that�c ≡ { y ∈ R

3 | φ( y) < 0}, where
φ is assumed to satisfy

φ ∈ C3(R3), |∇φ| = 1 in the neighborhood N ⊃ {φ = 0}, and ‖∇∇φ‖L∞ ≤ H0,(30)

for some generic constant H0 > 0, where N is an open set that contains all points y ∈ R
3

such that dist ( y, {φ = 0}) < ε. We then impose that the curve x(·) stay within the following
bounded, closed convex set:

{

y ∈ [H2]3 | ε/2 + φ( y(ξ)) ≤ 0, for a.e. ξ ∈ U
}

. (31)

3.2.1 Linearization of the Capsid Constraint

We use an approximation of (31) at each time step of our minimizing movements strategy.
Though the exact projection onto the convex set could be used, a linearization yields a simpler
minimization problem at each time-step, even if the capsid is not convex. Thus, we linearize
the capsid constraint about a given curve x̃, as we did for self-contact (see Sect. 3.1.1), i.e.
linearizing the constraint in (31) about x̃ gives

ε/2 + φ(x̃(ξ))+ ∇φ(x̃(ξ)) · ( y(ξ)− x̃(ξ)) ≤ 0, for a.e. ξ ∈ U . (32)

Note that ∇φ = ν, the unit normal vector of ∂�c, in a neighborhood of the zero level set of
φ.

In addition, to model the insertion of the curve into the container, we introduce the follow-
ing characteristic function χa : U → {0, 1}. If χa(ξ) = 1, then the point x(ξ) is considered
to have entered the capsid; otherwise, χa(ξ) = 0, and the point x(ξ) has not yet entered the
capsid. In other words, the capsid constraint is only enforced at x(ξ) if χa(ξ) = 1.

With the above, we rewrite (32) and define

C(x̃) := { y ∈ [H2]3 | ε/2 + φ(x̃(ξ))+ ∇φ(x̃(ξ))
· ( y(ξ)− x̃(ξ)) ≤ 0, for a.e. ξ ∈ U , with χa(ξ) = 1

}

.
(33)

3.2.2 Notations and Definitions

For a given y ∈ [H2]3, let γ ( y) : U → R be the capsid contact function defined by
γ ( y)(ξ) := ε/2+ φ( y(ξ)). Next, define the operator ˜� ≡ �x̃ : [H2]3 → H2 by ˜� y := y ·
∇φ(x̃), for all y ∈ [H2]3, with adjoint˜�∗ : (H2)∗ → ([H2]3)∗ defined by˜�∗ζ := ζ∇φ(x̃),
for all ζ ∈ (H2)∗. Moreover, for a given curve x̃, we have the mapping γx̃ (·) given by

γ̃ (x) ≡ γx̃ (x) = ε/2 + φ(x̃)+ ˜�(x − x̃), γ̃ ′ ( y) ≡ γ ′
x̃ ( y) = ˜� y, (34)
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which, by Taylor expansion, satisfies

γ (x) = γx̃ (x)+ 1

2
(x − x̃)T∇∇φ(x̂)(x − x̃), for all x̃, x ∈ [H2]3, (35)

where x̂ = ηx+(1−η)x̃, for some η ∈ (0, 1). Now define the closed convex cone Kγ ⊂ H2

and its dual cone:

Kγ = {z ∈ H2 | z(ξ) ≤ 0, if χa(ξ) = 1}, K ∗
γ = {ζ ∈ (H2)∗ | 〈ζ, z〉 ≥ 0, ∀z ∈ −Kγ }, (36)

which allows us to write the constraint x ∈ C(x̃) as γx̃ (x) ∈ Kγ .

4 Optimality Conditions

The well-posedness of the minimization problems in Algorithm 1 is now established, starting
with existence of aminimizer.We then develop first order optimality, or Karush-Kuhn-Tucker
(KKT), conditions involving Lagrange multipliers to enforce the equality and inequality
constraints for both steps in Algorithm 1.

4.1 Minimization for x

We consider the i th iteration of Step 1 of Algorithm 1 for fixed i . To simplify notation, we
set x̃ := xi and write x := xi+1. Solving Step 1 is as follows. Define the closed convex
cone K = {0} × Kγ × Kψ ⊂ H1

0 × H2 × T , so then K∗ = H−1 × K ∗
γ × K ∗

ψ . Thus, given

x̃ ∈ W (xbc) and b̃ := bi ∈ V (bbc), we seek a solution x that satisfies

inf
x∈W (xbc)

Jr

[

x, b̃; x̃, b̃
]

, subject to (τx̃ (x) , γx̃ (x) , ψx̃ (x)) ∈ K . (37)

It is clear that Jr

[

·, b̃; x̃, b̃
]

is convex and coercive. Moreover, the constraints τx̃ (x) = 0,

γx̃ (x) ∈ Kγ , ψx̃ (x) ∈ Kψ , are all convex with respect to x. To avoid issues at the boundary
point ξ = 0, we assume that xbc(0) is strictly inside the capsid, i.e. γ (xbc)(0) < 0 or
χa(0) = 0. So existence is trivial as long as the admissible set G(x̃) := {x ∈ W (xbc) |
τx̃ (x) = 0, on U , γx̃ (x) ∈ Kγ , ψx̃ (x) ∈ Kψ } is non-empty. We have the following.

Proposition 4.1 Suppose G(x̃) is non-empty. Then there exists a unique minimizer of (37).

Furthermore, by the Frechét differentiability of Jr

[

·, b̃; x̃, b̃
]

, the unique minimizer x ∈
G(x̃) of (37) is the unique solution of the variational inequality

cb
(

x′′, y′′ − x′′)
L2 +m[b̃] (x, y − x)+ 1

�t
(x − x̃, y − x) ≥ Fx ( y − x) , ∀ y ∈ G(x̃). (38)

4.1.1 First and Second Order Conditions

Deriving suitable KKT conditions for the minimizer of (37) requires more regularity than
just non-emptiness of G(x̃). To this end, we require the space

T0 := { f ∈ T | f (0, ξ) = f (ξ, 0) = 0, for a.e. ξ ∈ U }, (39)

which is compatible with the boundary condition in W (0). The following definition, taken
from [34, Defn. 1.5], provides a sufficient condition to obtain KKT conditions.
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Definition 1 (regular point) An element x̄ ∈ G(x̃) satisfies the regular point condition if

(τ ′
x̃ (·) , γ ′

x̃ (·) , ψ ′
x̃ (·))T W (0)− K (τx̃ (x̄) , γx̃ (x̄) , ψx̃ (x̄)) = H1

0 × H2 × T0, (40)

where K (τx̃ (x̄) , γx̃ (x̄) , ψx̃ (x̄)) = {a(0, y−γx̃ (x̄) , w−ψx̃ (x̄)) | y ∈ Kγ , w ∈ Kψ, a ≥
0}. This condition is equivalent to the following set of conditions: τ ′

x̃ (·) : W (0) → H1
0 is

surjective and there exists a w ∈ W (0) such that

(i) τ ′
x̃ (w) = 0 on U ;

(ii) γ ′
x̃ (w) (ξ) < 0 if γx̃ (x̄) (ξ) = 0, for ξ ∈ U such that χa(ξ) = 1;

(iii) ψ ′
x̃ (w) (ξ1, ξ2) < 0 if ψx̃ (x̄) (ξ1, ξ2) = 0, for (ξ1, ξ2) ∈ U 2 such that χn(ξ1, ξ2) = 1.

Surjectivity was shown in Proposition 2.6; existence of a w such that (i)-(iii) are satisfied
is guaranteed by the following assumption.

Assumption 4.2 The set G(x̃) is non-empty and contains a strictly feasible point, i.e. there
exists a point x̄ ∈ W (xbc) such that τx̃ (x̄) = 0, on U , ψx̃ (x̄) (ξ1, ξ2) < 0, for a.e. (ξ1, ξ2)
in U 2 with |ξ1 − ξ2| ≥ πε/2, and γx̃ (x̄) (ξ) < 0, for a.e. ξ in U with χa(ξ) = 1.

Deducing sufficient conditions to ensure a strictly feasible point is not at all obvious. This
would require a detailed characterization of the properties of the self-contact set, as well as
the capsid contact set, while simultaneously respecting the equality constraint τx̃ (x̄) = 0.
This appears to be out of reach for general, tightly packed curves, though special cases can
be explicitly characterized. In [52, Thm. 1], they list certain transversality conditions to be
satisfied by minimizers under the self-contact constraint, i.e. the self-contact set cannot be
completely general (see [52, Remarks, pg. 51]). Indeed, for an extremely tightly packed
curve, there may not be strict feasibility.

Remark 4.3 In the case of the self-contact constraint only, strict feasibility is straightforward
(see [49]). Suppose that x̃ is feasible. Then ψx̃ (x̃) ≤ 0 and ψ ′

x̃ (x̃) ≤ −ε < 0 on U 2. Next,
assume ψx̃ (x̃) (0, ξ2) < −2δ0, for ξ2 ∈ [0, δ0), for some δ0 > 0. Let ϕ ∈ C∞(U ) such that
ϕ(0) = 0 and ϕ = 1, on [δ0, L].

Now set x̄ = x̃ + δ1ϕ x̃ and note x̄ ∈ W (xbc) because ϕ x̃ ∈ W (0). Thus, we obtain
ψx̃ (x̄) = ψx̃ (x̃)+ δ1ψ

′
x̃ (ϕ x̃) < 0 on U 2, for some δ1 > 0 sufficiently small depending on

δ0. However, τx̃ (x̄) �= 0.

We introduce a Lagrangian functional for the minimization problem (37). Note that

Jr

[

·, b̃; x̃, b̃
]

and τx̃ (·), ψx̃ (·), and γx̃ (·) are twice continuously Fréchet differentiable.

For any fixed (x̃, b̃) ∈ W (xbc) × V (bbc), we define the Lagrangian functional Lx :
[H2]3 × H−1 × (H2)∗ × T ∗ → R by

Lx [x, ρ, λ, σ ] := Jr

[

x, b̃; x̃, b̃
]

+ 〈ρ, τx̃ (x)〉 + 〈λ, γx̃ (x)〉 + 〈〈σ,ψx̃ (x)〉〉 . (41)

We now have the following first order optimality conditions.

Proposition 4.4 (KKT conditions for (37)) Adopt Assumption 4.2. Then, there exists an x ∈
W (xbc) that is the uniqueminimizer of (37), with (τx̃ (x) , γx̃ (x) , ψx̃ (x)) ∈ K , i.e. τx̃ (x) =
0, γx̃ (x) ≤ 0 on U, and ψx̃ (x) ≤ 0 on U 2. Furthermore, there exist Lagrange multipliers
(ρ, λ, σ ) ∈ −K∗ such that δxLx [x, ρ, λ, σ ] (w) = 0, for all w ∈ W (0), i.e. there exists
ρ := ρi+1 ∈ H−1, λ := λi+1 ∈ (H2)∗ with 〈λ, y〉 ≥ 0 for all y ∈ −Kγ , and σ := σ i+1 ∈
T ∗
0 with 〈〈σ, z〉〉 ≥ 0 for all z ∈ −Kψ such that

cb
(

x′′,w′′)
L2 + m[b̃] (x,w)+ 1

�t
(x − x̃,w)

+ 〈ρ, τ ′
x̃ (w)

〉 + 〈λ, γ ′
x̃ (w)

〉 + 〈〈σ,ψ ′
x̃ (w)

〉〉 = Fx (w) , ∀w ∈ W (0),
(42)
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with τx̃ (x) = 0 on U and the following complementarity conditions

〈λ, γx̃ (x)〉 = 0, 〈〈σ,ψx̃ (x)〉〉 = 0, (43)

where supp λ ⊂ {γx̃ (x) = 0}, supp σ ⊂ {ψx̃ (x) = 0}.
Proof By Assumption 4.2, the regular point condition is satisfied. The rest follows by [34,
Thm. 1.6]. ��

Due to the linearization of the constraints, δ2xLx [x, ρ, λ, σ ] ( y,w) = cb
(

y′′,w′′)
L2 +

m[b̃] ( y,w)+�t−1 ( y,w), for all y,w ∈ W (0), so the second order condition is automatic:

δ2xLx [x, ρ, λ, σ ] (w,w) ≥ cb‖w′′‖2L2 , ∀w ∈ W (0). (44)

4.2 Minimization for b

We consider the i th iteration of Step 2 of Algorithm 1 for fixed i . To simplify notation, we
set b̃ := bi , x := xi+1, and write b := bi+1. Solving Step 2 is as follows. Given x ∈ W (xbc)
and b̃ ∈ V (bbc), we seek a solution b that solves

inf
b∈V (bbc)

Jr

[

x, b; x, b̃
]

, subject to 	b̃ (b) = 0, on U . (45)

Since Jr

[

x, ·; x, b̃
]

is convex and coercive, and the constraint 	b̃ (b) = 0 is affine, existence

is trivial as long as the admissible set Q(b̃) := {b ∈ V (bbc) | 	b̃ (b) = 0, on U } is non-
empty.

The regular point condition associated with (45) simply reduces to the surjectivity of
	′
b̃
(·) : V (0) → H1

0 , which was established in Proposition 2.7. Next, we introduce a

Lagrangian functional for the minimization problem (45). Note thatJr

[

x, · ; x, b̃
]

and 	b̃ (·)
are twice continuously Fréchet differentiable. For any fixed (x, b̃) ∈ W (xbc) × V (bbc), we
define the Lagrangian functional Lb : [H1]3 × H−1 → R by

Lb [b, ω] := Jr

[

x, b; x, b̃
]

+ 〈ω, 	b̃ (b)
〉

. (46)

We now obtain the following well-posedness result.

Proposition 4.5 Suppose Q(b̃) is non-empty. Then there exists a unique minimizer b ∈
V (bbc) of (45). Furthermore, there exists a unique Lagrange multiplier ω ∈ H−1 such
that δbLb [b, ω] (v) = 0, for all v ∈ V (0), i.e. there exists a unique ω := ωi+1 ∈ H−1 such
that

cr
(

b′, v′)
L2 + m[x] (b, v)+ 1

�t

(

b − b̃, v
)

†
+
〈

ω, 	′
b̃
(v)
〉

= Fb (v) , ∀v ∈ V (0), (47)

with 	b̃ (b) = 0 on U.

Proof Existence of a unique minimizer follows by the direct method and coercivity. Since
the regular point condition is satisfied, the rest follows by [34, Thm. 1.6]. Uniqueness of ω
follows by surjectivity of 	′

b̃
(·). ��

Because the constraint is affine, δ2bLb [b, ω] (z, v) = cr
(

z′, v′)
L2 + m[x] (z, v) +

�t−1 (z, v)†, for all z, v ∈ V (0), so the second order condition is automatic:

δ2bLb [b, ω] (v, v) ≥ cr‖v′‖2L2 , ∀v ∈ V (0). (48)
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4.3 Energy Estimates

Energy estimates for the descent scheme essentially follow by the convexity of the alternating
minimization steps. To ensure robustness of the scheme, with respect to the parameters, we
make some additional assumptions on the data and the descent metric used.

Assumption 4.6 We take (w, y) := (w, y)H2 and (v, z)† := (v, z)H1 . Moreover, we
assume that Fb ≡ 0.

Since we derive energy estimates for the sequence generated by Algorithm 1, we make
the following notational replacements in Proposition 4.4 (recall Sect. 4.1): x ≡ xi+1, x̃ ≡
xi , ρ ≡ ρi+1, λ ≡ λi+1, and σ ≡ σ i+1. In addition, We make the following notational
replacements in Proposition 4.5 (recall Sect. 4.2): b ≡ bi+1, b̃ ≡ bi , ω ≡ ωi+1.

In order to obtain energy estimates, we need the following uniform bound on ρi+1 and
λi+1 from Proposition 4.4, and on ωi+1 from Proposition 4.5.

Assumption 4.7 For all i ≥ 0, there holds ‖ρi+1‖H−1 + ∣∣〈λi+1, 1
〉∣

∣ ≤ M1, for some fixed
constant M1 > 0, and ‖ωi+1‖H−1 ≤ M2, for some fixed constant M2 > 0.

We first derive estimates on the violation of the exact constraints. Considering the solution
of (42) at time-step i + 1, we have τxi

(

xi+1
) = 0, on U , which, from (18), gives

τ(xi+1) = 1

2

(

|(xi+1)′|2 − 1
)

= τxi

(

xi+1
)

+ 1

2

∣

∣

∣(xi+1)′ − (xi )′
∣

∣

∣

2 = 1

2

∣

∣

∣(xi+1)′ − (xi )′
∣

∣

∣

2 ≥ 0,

τ ′
xi

(

xi+1 − xi
)

= τxi

(

xi+1
)

− τ(xi ) = −1

2

∣

∣

∣(xi )′ − (xi−1)′
∣

∣

∣

2
,

(49)

and also implies |(xi+1)′| ≥ 1. Moreover, γxi
(

xi+1
) ≤ 0 on U and

〈

λi+1, γxi
(

xi+1
)〉 = 0,

so (34), (35) yield

γ (xi+1) ≤ 1

2
(xi+1 − xi )T∇∇φ(x̂)(xi+1 − xi ), where x̂

= ηxi+1 + (1 − η)xi , for some η ∈ (0, 1),
〈

λi+1, γ ′
xi

(

xi+1 − xi
)〉

=
〈

λi+1, γxi

(

xi+1
)〉

−
〈

λi+1, γ (xi )
〉

=
〈

λi+1, ‖[γ (xi )]+‖L∞ − γ (xi )
〉

−
〈

λi+1, ‖[γ (xi )]+‖L∞
〉

≥ −‖[γ (xi )]+‖L∞
〈

λi+1, 1
〉

.

(50)

In addition, ψxi
(

xi+1
) ≤ 0 on U 2 and

〈〈

σ i+1, ψxi
(

xi+1
)〉〉 = 0, which, from (28), gives

ψ(xi+1) ≤ ψxi

(

xi+1
)

≤ 0,
〈〈

σ i+1, ψ ′
xi

(

xi+1 − xi
)〉〉

=
〈〈

σ i+1, ψxi

(

xi+1
)〉〉

−
〈〈

σ i+1, ψ(xi )
〉〉

≥ 0.
(51)

Furthermore, the solution of (47) at time-step i + 1 satisfies 	bi
(

bi+1) = 0 on U , which
gives

	(bi+1) = 1

2

(

|bi+1|2 − 1
)

= 	bi

(

bi+1
)

+ 1

2

∣

∣

∣bi+1 − bi
∣

∣

∣

2 = 1

2

∣

∣

∣bi+1 − bi
∣

∣

∣

2 ≥ 0,

	′
bi

(

bi+1 − bi
)

= 	bi

(

bi+1
)

− 	(bi ) = −1

2

∣

∣

∣bi − bi−1
∣

∣

∣

2
,

(52)
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and also implies |bi+1| ≥ 1.
From the above, there is a uniform constant v0 > 0, that depends on L , embedding

constants, and ‖∇∇φ‖L∞ , such that the violation of the constraints can be estimated by

‖τ(xi )‖H1 ≤ v0‖xi − xi−1‖2H2 , ‖[γ (xi )]+‖L∞ ≤ v0‖xi − xi−1‖2H2 ,

‖	(bi )‖H1 ≤ v0‖bi − bi−1‖2H1 .
(53)

Note that ψ(xi ) ≤ 0 for all i ≥ 0 by the monotone property (28). We have the following
theorem.

Theorem 4.8 Suppose Assumptions 4.6 and 4.7 hold, and define �i
1 := M1(‖τ(xi )‖H1 +

‖[γ (xi )]+‖L∞), �i
2 := M2‖	(bi )‖H1 . If the time-step �t is sufficiently small, i.e. if

�t ≤ (2v0M1)
−1 and�t ≤ (v0M2)

−1, then we have the following (quasi)-energy decrease
property

Er
[

xi+1, bi+1
]

+�i+1
1 +�i+1

2 ≤ Er
[

xi , bi
]

+�i
1 +�i

2, for all i ≥ 0, (54)

i.e. Ei +�i
1 +�i

2 ≤ E0 +�0
1 +�0

2 =: F0, for all i ≥ 0, where Ei := Er
[

xi , bi
]

. Moreover,
for all i ≥ 0, we have the a priori estimate

(cb/4)‖(xi+1)′′‖2L2 + (cr/2)‖(bi+1)′‖2L2 +�t−1‖xi+1 − xi‖2H2 +�t−1‖bi+1 − bi‖2H1

≤ Ei +�i
1 +�i

2 + Q0 ≤ F0 + Q0,
(55)

where Q0 := (C2
P/cb)‖Fx‖2(H2)∗ + ‖Fx‖(H2)∗

[

CP‖x′′
bc‖L2 + ‖xbc‖H2

]

, and CP > 0 is the

Poincaré constant in the estimate ‖ y‖H2 ≤ CP‖ y′′‖L2 , for all y ∈ W (0). In addition, we
have

‖xi+1 − xi‖H2 ≤ R1�t, ‖bi+1 − bi‖H1 ≤ R2�t, for all i ≥ 0, (56)

where R1, R2 are uniform constants that do not depend on the final time. Lastly, the violation
of the unit length constraints, and the capsid constraint, are estimated by

‖τ(xi )‖H1 ≤ v0R
2
1�t2, ‖[γ (xi )]+‖L∞ ≤ v0R

2
1�t2, ‖	(bi )‖H1 ≤ v0R

2
2�t2, for all i ≥ 0.

(57)

The self-contact constraint is always satisfied, ψ(xi ) ≤ 0 for all i ≥ 0.

The proof is given in Appendix A. Note that the violation of the constraint estimates hold for
any i ≥ 0 and do not depend on the final time.

5 Regularization

If themultipliersλ ∈ (H2)∗,σ ∈ T ∗
0 happen to bemore regular, sayλ ∈ L2(U ),σ ∈ L2(U 2),

then λ, σ satisfy

λ ≥ 0, λ = max (0, λ+ c γx̃ (x)) χ
a, a.e. in U , and σ ≥ 0,

σ = max (0, σ + cψx̃ (x)) χ
n, a.e. in U 2, (58)

where c > 0 is a constant. In this case, one could use a primal-dual active set strategy, or
semi-smooth Newton scheme, to solve the first order conditions [27–29, 33, 34].
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5.1 Regularization of the Inequality Constraints

Therefore, we propose a regularization of the first order conditions (see [34]). Given x̃ ∈
W (xbc), b̃ ∈ V (bbc), we seek to find xc ∈ W (xbc), ρc ∈ H−1, λc ∈ L2, and σc ∈ L2(U 2)

such that

cb
(

x′′
c ,w

′′)
L2 + m[b̃] (xc,w)+ 1

�t
(xc − x̃,w)

+ 〈ρc, τ ′
x̃ (w)

〉 + (λc, γ ′
x̃ (w)

) + ((σc, ψ ′
x̃ (w)

)) = Fx (w) , ∀w ∈ W (0),

〈η, τx̃ (xc)〉 = 0, ∀η ∈ H−1,
(

ϕ,max
(

0, λ̄+ c γx̃ (xc)
)

χa) − (ϕ, λc) = 0, ∀ϕ ∈ L2,
((

μ,max (0, σ̄ + cψx̃ (xc)) χ
n)) − ((μ, σc)) = 0, ∀μ ∈ L2(U 2),

(59)

where c > 0 is a regularization parameter and λ̄ ∈ L2(U ), σ̄ ∈ L2(U 2) are fixed, given non-
negative functions that may be zero. A Newton scheme is described in Sect. 5.2 for solving
this system.

Lemma 5.1 The solution of (59) exists and is unique.

Proof By eliminating λc and σc, (59) is equivalent to

cb
(

x′′
c ,w

′′)
L2 + m[b̃] (xc,w)+ 1

�t
(xc − x̃,w) + (max

(

0, λ̄+ c γx̃ (xc)
)

χa, γ ′
x̃ (w)

)

+ ((max (0, σ̄ + cψx̃ (xc)) χ
n, ψ ′

x̃ (w)
)) + 〈ρc, τ ′

x̃ (w)
〉

= Fx (w) , ∀w ∈ W (0), 〈η, τx̃ (xc)〉 = 0, ∀η ∈ H−1,

(60)

which is the first order condition corresponding to the following convex minimization prob-
lem

Jr,c [xc] := Jr

[

xc, b̃; x̃, b̃
]

+ 1

2c

∥

∥max
(

0, λ̄+ c γx̃ (xc)
)

χa
∥

∥

2
L2(U )

+ 1

2c

∥

∥max (0, σ̄ + cψx̃ (xc)) χ
n
∥

∥

2
L2(U2)

,

min
xc∈W (xbc)

Jr,c [xc] , such that τx̃ (xc) = 0, on U .

(61)

Since Jr,c is continuously Frechét differentiable and coercive, there is a unique minimizer.
Moreover, by Proposition 2.6, the Lagrange multiplier ρc ∈ H−1 is also unique. Lastly, λc
and σc are determined uniquely through the last two equations of (59). ��

Theorem 5.2 The solution (xc, ρc, λc, σc) ∈ W (xbc)×H−1×L2×L2(U 2)of (59) converges
to a solution (x∗, ρ∗, λ∗, σ ∗) ∈ W (xbc) × H−1 × (H2)∗ × T ∗

0 of (42), (43), in the sense
that xc → x∗ strongly in H2 (where x∗ is unique), and

lim
c→∞

〈

ρc − ρ∗, τ ′
x̃ (w)

〉 + 〈λc − λ∗, γ ′
x̃ (w)

〉 + 〈〈σc − σ ∗, ψ ′
x̃ (w)

〉〉 = 0, ∀w ∈ W (0).

(62)

Proof Note that (xc, ρc, λc, σc) satisfies (59) and

max
(

0, λ̄+ c γx̃ (xc)
)

χa = λc, max (0, σ̄ + cψx̃ (xc)) χ
n = σc. (63)
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For any y ∈ G(x̃), we have
(

λc, γ
′
x̃ (xc − y)

) + ((σc, ψ ′
x̃ (xc − y)

))

= (λc, ε/2 + φ(x̃)|∇φ(x̃)|−1 + γ ′
x̃ (xc − x̃)− [ε/2 + φ(x̃)|∇φ(x̃)|−1 + γ ′

x̃ ( y − x̃)
])

+ ((σc, ε + ψ ′
x̃ (xc)− [ε + ψ ′

x̃ ( y)
]))

= (λc, γx̃ (xc)) + ((σc, ψx̃ (xc))) − (λc, γx̃ ( y)) − ((σc, ψx̃ ( y))) ≥ (λc, γx̃ (xc))

+ ((σc, ψx̃ (xc)))

= (λc, γx̃ (xc)) + ((σc, ψx̃ (xc)))

(64)

since σc, λc are non-negative. Next, we estimate (λc, γx̃ (xc)), ((σc, ψx̃ (xc))) separately.
First, writing [ f ]+ ≡ max(0, f ) and [ f ]− ≡ max(0,− f ), we have f = [ f ]+ − [ f ]− and
| f | = [ f ]+ + [ f ]−. Let ξ ∈ U such that χa(ξ) = 1. Since λc ≥ 0, λc ≥ λ̄+ c γx̃ (xc), and
λ̄ ≥ 0, we have

λc(ξ) γx̃ (xc) (ξ) = λc(ξ)[γx̃ (xc)]+(ξ)− λc(ξ)[γx̃ (xc)]−(ξ)
≥ (λ̄(ξ)+ c γx̃ (xc) (ξ)

) [γx̃ (xc)]+(ξ)− λc(ξ)[γx̃ (xc)]−(ξ)
= λ̄(ξ)[γx̃ (xc)]+(ξ)+ c

([γx̃ (xc)]+(ξ)
)2 − λc(ξ)[γx̃ (xc)]−(ξ).

(65)

Either λc(ξ)[γx̃ (xc)]−(ξ) = 0 or > 0. Suppose ξ is such that γx̃ (xc) (ξ) < 0. If λc(ξ) =
λ̄(ξ) + c γx̃ (xc) (ξ) > 0, then λ̄(ξ) > −c γx̃ (xc) (ξ) = c[γx̃ (xc)]−(ξ) > 0. This means
that

λc(ξ)[γx̃ (xc)]−(ξ) = (

λ̄(ξ)+ c γx̃ (xc) (ξ)
) [γx̃ (xc)]−(ξ)

= λ̄(ξ)

c
c[γx̃ (xc)]−(ξ)+ c[γx̃ (xc)]+(ξ)[γx̃ (xc)]−(ξ)− c

([γx̃ (xc)]−(ξ)
)2

<
(λ̄(ξ))2

c
. (66)

Thus, combining with (65), we obtain

λc γx̃ (xc) ≥ λ̄[γx̃ (xc)]+ + c
([γx̃ (xc)]+

)2 − λ̄2

c
≥ c

2

([γx̃ (xc)]+
)2 − 3λ̄2

2c
, on U . (67)

Similarly, we arrive at

σcψx̃ (xc) ≥ σ̄ [ψx̃ (xc)]+ + c
([ψx̃ (xc)]+

)2 − σ̄ 2

c ≥ c
2

([ψx̃ (xc)]+
)2 − 3σ̄ 2

2c , on U
2.

(68)

Returning to (64), we get
(

λc, γ
′
x̃ (xc − y)

) + ((σc, ψ ′
x̃ (xc − y)

))

≥ c

2
‖[γx̃ (xc)]+‖2L2 + c

2
‖[ψx̃ (xc)]+‖2L2(U2)

− 3

2c

(

‖λ̄‖2L2 + ‖σ̄‖2L2(U2)

)

.
(69)

Moreover, it holds that τ ′
x̃ (xc − y) = 0. Thus, the first equation in (63) yields

cb
(

x′′
c , x

′′
c − y′′)

L2 +m[b̃] (xc, xc − y)+ 1

�t
(xc − x̃, xc − y) + c

2
‖[γx̃ (xc)]+‖2L2

+ c

2
‖[ψx̃ (xc)]+‖2L2(U2)

≤ Fx (xc − y)+ 3

2c

(

‖λ̄‖2L2 + ‖σ̄‖2L2(U2)

)

, ∀ y ∈ G(x̃).

(70)
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This implies that there is a k0 > 0 such that

k0‖xc‖2H2 + c

2
‖[γx̃ (xc)]+‖2L2 + c

2
‖[ψx̃ (xc)]+‖2L2(U2)

is bounded uniformly in c. So there exists a subsequence {xc}, not relabeled, such that
xc → x∗ weakly in H2. Since [γx̃ (xc)]+ → 0 strongly in L2 and [ψx̃ (xc)]+ → 0 strongly
in L2(U 2), and xc → x∗ strongly in L2, we have

0 = lim
c→∞

(

η, [γx̃ (xc)]+
) + ((ζ, [ψx̃ (xc)]+

)) ≥ lim
c→∞ (η, γx̃ (xc)) + ((ζ, ψx̃ (xc)))

= (

η, γx̃
(

x∗)) + ((ζ, ψx̃
(

x∗))) ,

for all η ∈ L2 and ζ ∈ L2(U 2) with η, ζ ≥ 0.
Furthermore, since τx̃ (xc) = 0 for all c, by compact Sobolev embedding, 0 =

limc→∞ τx̃ (xc) = τx̃ (x∗). Hence, x∗ ∈ G(x̃). So, by weak lower semicontinuity, (70)
yields that x∗ ∈ G(x̃) satisfies

cb
(

(x∗)′′, (x∗ − y)′′
)

L2 + m[b̃] (x∗, x∗ − y
)

+ 1

�t

(

x∗ − x̃, x∗ − y
)


≤ Fx

(

x∗ − y
)

, ∀ y ∈ G(x̃),
(71)

which, by (38), implies that x∗ is the unique minimizer of (37). Returning to (70), setting
y = x∗, we get

cb‖(xc − x∗)′′‖2L2 ≤ cb
(

(xc − x∗)′′, (xc − x∗)′′
)

L2 + m[b̃] (xc − x∗, xc − x∗)

+ 1

�t

(

xc − x∗, xc − x∗)


≤ Fx
(

xc − x∗)− cb
(

(x∗)′′, (xc − x∗)′′
)

L2 − m[b̃] (x∗, xc − x∗)

+ 1

�t

(

x̃ − x∗, xc − x∗)

+ 3

2c

(

‖λ̄‖2L2 + ‖σ̄‖2L2(U2)

)

,

(72)

and utilizing the weak convergence of xc, we find that xc → x∗ strongly in H2.
Furthermore, by Proposition 4.4, there exist Lagrange multipliers (ρ∗, λ∗, σ ∗) ∈ −K∗

such that (42), (43) are satisfied. From this, one can show that (62) holds. ��

5.2 Newton Scheme for the Regularized Problem

We begin by recalling some basic facts from [34, Sec. 8.3]. Let X and Z be real Banach
spaces. Moreover, let X be a subspace of a larger space ̂X and note that X + x̂ is an affine
space for any x̂ ∈ ̂X. For a fixed x̂ ∈ ̂X, we say F : D ⊂ X + x̂ → Z, where D is an open
set, is Newton differentiable at x ∈ X + x̂ , if there exists an open neighborhood N (x) ⊂ D
and a mapping G : N (x) → L(X,Z) such that

lim‖h‖X→0

‖F(x + h)− F(x)− G(x + h)h‖Z
‖h‖X = 0. (73)

The family {G(s) | s ∈ N (x)} is called an N -derivative of F at x .
Upon setting ̂X = [H2]3 × H−1 × L2 × L2(U 2), X = W (0) × H−1 × L2 × L2(U 2),

and Z = X
∗ ≡ (W (0))∗ × H1

0 × L2 × L2(U 2), define� [·] : X+ (xbc, 0, 0, 0) → X
∗ to be

the residual functional associated with (59) by
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〈(w, η, ϕ, μ) ,� [x, ρ, λ, σ ]〉 := cb
(

w′′, x′′)
L2 + m[b̃] (w, x)+ 1

�t
(w, x − x̃) + 〈ρ, τ ′

x̃ (w)
〉

+ (λ, γ ′
x̃ (w)

) + ((σ,ψ ′
x̃ (w)

)) − Fx (w)+ 〈η, τ ′
x̃ (x − x̃)

〉 + 〈η, τ(x̃)〉
− (ϕ, λ)+ (ϕ,max

(

0, λ̄+ c γx̃ (x)
)

χa) − ((μ, σ ))

+ ((μ,max (0, σ̄ + cψx̃ (x)) χ
n)) ,

(74)

for all (x, ρ, λ, σ ) ∈ X + (xbc, 0, 0, 0), and (w, η, ϕ, μ) ∈ X, i.e. if
〈(w, η, ϕ, μ) ,� [x, ρ, λ, σ ]〉 = 0, for all (w, η, ϕ, μ) ∈ X, then (x, ρ, λ, σ ) yields the
solution of (59).

Next, for any (x, ρ, λ, σ ) ∈ X + (xbc, 0, 0, 0), we define ϒ [x, ρ, λ, σ ] (·) ∈ L(X,X∗)
by

〈

(w, η, ϕ, μ) ,ϒ [x, ρ, λ, σ ]
(

ŵ, η̂, ϕ̂, μ̂
)〉 := cb

(

w′′, ŵ′′)
L2 + m[b̃] (w, ŵ)+ 1

�t

(

w, ŵ
)



+ 〈η̂, τ ′
x̃ (w)

〉 + 〈η, τ ′
x̃

(

ŵ
)〉 + (ϕ̂, γ ′

x̃ (w)
) + ((μ̂, ψ ′

x̃ (w)
))

− (ϕ, ϕ̂) + (ϕ, c χ̃γ (x)γ ′
x̃

(

ŵ
)

χa) − ((μ, μ̂)) + ((μ, c χ̃ψ (x)ψ ′
x̃

(

ŵ
)

χn)) ,

(75)

for all (w, η, ϕ, μ) ,
(

ŵ, η̂, ϕ̂, μ̂
) ∈ X, where χ̃γ (x) and χ̃ψ (x) are characteristic functions

of the active sets

{

λ̄+ c γx̃ (x) > 0
} ⊂ U ,

{

σ̄ + c ψ̃ (x) > 0
}

⊂ U 2, respectively. (76)

We recall that the max function max(0, ·), viewed as a mapping from L p(U ) → L2(U ),
or from L p(U 2) → L2(U 2), is Newton differentiable if p > 2 (see [34, Sec. 8.4]).Moreover,
γx̃ (x) χa ∈ L∞ and ψx̃ (x) χn ∈ L∞(U 2) for all x ∈ [H2]3. Thus, standard arguments
yield the following result [34].

Proposition 5.3 Let (x − xbc, ρ, λ, σ ) ∈ X. Then � [·] is Newton differentiable at
(x, ρ, λ, σ ), withϒ : N (x, ρ, λ, σ ) → L(X,X∗) the N-derivative, whereN (x, ρ, λ, σ ) =
N ′ + (xbc, 0, 0, 0), and N ′ is any bounded open neighborhood of (x − xbc, ρ, λ, σ ) in X.

Next, we have the lemma.

Lemma 5.4 Suppose (x∗ − xbc, ρ∗, λ∗, σ ∗) ∈ X satisfies
〈

(w, η, ϕ, μ) ,�
[

x∗, ρ∗, λ∗, σ ∗]〉

= 0, for all (w, η, ϕ, μ) ∈ X, i.e. (x∗, ρ∗, λ∗, σ ∗) solves (59). Let N (x∗, ρ∗, λ∗, σ ∗) =
N ′ + (xbc, 0, 0, 0), where N ′ is any bounded open neighborhood of (x∗ − xbc, ρ∗, λ∗, σ ∗)
in X. Then, ϒ [x, ρ, λ, σ ] is non-singular for all (x, ρ, λ, σ ) ∈ N (x∗, ρ∗, λ∗, σ ∗) and

{‖[ϒ [x, ρ, λ, σ ]]−1‖ | for (x, ρ, λ, σ ) ∈ N
(

x∗, ρ∗, λ∗, σ ∗)} is bounded. (77)

Proof Let G = (g1, g2, g3, g4
) ∈ X

∗ and (x, ρ, λ, σ ) ∈ X + (xbc, 0, 0, 0) be arbitrary, and
consider the weak formulation: find

(

ŵ, η̂, ϕ̂, μ̂
) ∈ X such that

〈

(w, η, ϕ, μ) ,ϒ [x, ρ, λ, σ ]
(

ŵ, η̂, ϕ̂, μ̂
)〉 = 〈(w, η, ϕ, μ) ,G〉 , for all (w, η, ϕ, μ) ∈ X.

(78)

123



Journal of Scientific Computing            (2024) 99:29 Page 21 of 49    29 

First, we showexistence and uniqueness of a solution,whichwill establish the non-singularity
of ϒ . Rewriting (78), we have

cb
(

w′′, ŵ′′)
L2 + m[b̃] (w, ŵ)+ 1

�t

(

w, ŵ
)


+ 〈η̂, τ ′

x̃ (w)
〉

+ (ϕ̂, γ ′
x̃ (w)

) + ((μ̂, ψ ′
x̃ (w)

)) = 〈g1,w
〉

, ∀w ∈ W (0),
〈

η, τ ′
x̃

(

ŵ
)〉 = 〈η, g2〉 , ∀η ∈ H−1,

(

ϕ, c χ̃γ (x)γ ′
x̃

(

ŵ
)

χa) − (ϕ, ϕ̂) = (ϕ, g3)L2 , ∀ϕ ∈ L2,
((

μ, c χ̃ψ (x)ψ ′
x̃

(

ŵ
)

χn)) − ((μ, μ̂)) = ((μ, g4))L2(U2) , ∀μ ∈ L2(U 2).

(79)

Eliminating ϕ̂ and μ̂, we obtain the following saddle-point problem: find ŵ ∈ W (0), η̂ ∈ H−1

such that

cb
(

w′′, ŵ′′)
L2 + m[b̃] (w, ŵ)+ 1

�t

(

w, ŵ
)


+ 〈η̂, τ ′

x̃ (w)
〉

+ c
(

χ̃γ (x)γ ′
x̃

(

ŵ
)

χa, γ ′
x̃ (w)

) + c
((

χ̃ψ (x)ψ ′
x̃

(

ŵ
)

χn, ψ ′
x̃ (w)

))

= 〈g1,w
〉 + (˜�∗g3,w

)

L2 + (˜S∗g4,w
)

L2 , ∀w ∈ W (0),
〈

η, τ ′
x̃

(

ŵ
)〉 = 〈η, g2〉 , ∀η ∈ H−1.

(80)

By Proposition 2.6, and standard saddle point theory [15], there exists a unique solution to
(80), for all finite c > 0. In addition, ϕ̂ and μ̂ are uniquely determined. Thus, ϒ is non-
singular. Again by standard saddle point theory, we get a priori estimates for the solution in
terms of G, which yields the boundedness of the inverse, i.e. we obtain (77). ��

Solving the system of equations in (59) is equivalent to finding xc ∈ W (xbc), ρc ∈
H−1, λc ∈ L2, and σc ∈ L2(U 2) such that 〈(w, η, ϕ, μ) ,� [xc, ρc, λc, σc]〉 = 0, for all
w ∈ W (0), η ∈ L2, ϕ ∈ L2, μ ∈ L2(U 2). The Newton scheme for this is described in
Algorithm 2.

Algorithm 2 Newton’s method for (59).
Set a tolerance TOL > 0 and regularization parameter c > 0.
Assume (x̃, b̃) ∈ W (xbc)× V (bbc) and λ̄ ∈ L2(U ), σ̄ ∈ L2(U2) given. Choose initial guess x̂0 ∈ W (xbc)
and choose ρ̂0 ∈ H−1, λ̂0 ∈ L2, σ̂ 0 ∈ L2(U2), with λ̂0, σ̂ 0 ≥ 0 a.e.
Set i := 0 and do the following.

1. Find δ x̂i ∈ W (0), δρ̂i ∈ H−1, δλ̂i ∈ L2, δσ̂ i ∈ L2(U2), such that

〈

(w, η, ϕ, μ) ,ϒ
[

x̂i , ρ̂i , λ̂i , σ̂ i
] (

δ x̂i , δρ̂i , δλ̂i , δσ̂ i
)〉

= −
〈

(w, η, ϕ, μ) ,�
[

x̂i , ρ̂i , λ̂i , σ̂ i
]〉

, (81)

for all w ∈ W (0), η ∈ H−1, ϕ ∈ L2, μ ∈ L2(U2).
2. Set x̂i+1 := x̂i + δ x̂i , ρ̂i+1 := ρ̂i + δρ̂i , λ̂i+1 := λ̂i + δλ̂i , σ̂ i+1 := σ̂ i + δσ̂ i .
3. If ‖δ x̂i‖W1,∞(U ) < TOL, then goto Step 4;

else, replace i ← i + 1 and return to Step 1.
4. Set xc := x̂i+1, ρc := ρ̂i+1, λc := λ̂i+1, σc := σ̂ i+1; this is the solution.

Due to Lemma 5.4 and [34, Thm 8.16], we have the following.
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Theorem 5.5 Suppose that (xc, ρc, λc, σc) is the unique solution of (59). Then the iterates
(

x̂i , ρ̂i , λ̂i , σ̂ i
)

generated byAlgorithm2 converge superlinearly to (xc, ρc, λc, σc)provided

‖
(

x̂0, ρ̂0, λ̂0, σ̂ 0
)

− (xc, ρc, λc, σc) ‖X is sufficiently small.

6 Discretization

We begin with a triangulation (set of sub-intervals) of the 1-dimensional U . Let Th consist
of N sub-intervals such that U = ∪I∈Th I ; the vertices are denoted Vh = {ξi }N+1

i=1 .

6.1 Finite Element Spaces

We introduce the standard Lagrange and Hermite spaces

M0
h := {v ∈ C0([0, L]) | v|I ∈ P1(I ), for every I ∈ Th}, (Lagrange)

M1
h := {w ∈ C1([0, L]) | w|I ∈ P3(I ), for every I ∈ Th}, (Hermite),

(82)

with interpolation operators I0
h : C0([0, L]) → M0

h , I
1
h : C1([0, L]) → M1

h defined by

I0
hv =

∑

ξi∈Vh

v(ξi )φi , I1
hw =

∑

ξi∈Vh

(

w(ξi )ψ
0
i + w′(ξi )ψ1

i

)

, (83)

where {φi } are basis functions spanning M0
h and

{{ψ0
i }, {ψ1

i }} are basis functions spanning
M1

h .
Next, define the following conforming finite element spaces

Vh(bbc) := V (bbc) ∩ [M0
h ]3, Wh(xbc) := W (xbc) ∩ [M1

h ]3. (84)

Now introduce the nodal sets at which boundary conditions are imposed in (84):

Nx := {ξ ∈ Vh | Xbc (w) enforces a Dirichlet condition on w(ξ)} ,
Nx′ := {ξ ∈ Vh | Xbc (w) enforces a Dirichlet condition on w′(ξ)

}

,

Nb := {ξ ∈ Vh | Bbc (v) enforces a Dirichlet condition on v(ξ)} .
(85)

For the unit length constraints, we have the discrete spaces

Rh := {ρh ∈ M0
h | ρh(ξ) = 0, for all ξ ∈ Nx′

}

,

Oh := {ωh ∈ M0
h | ωh(ξ) = 0, for all ξ ∈ Nb

}

,
(86)

and for the capsid constraint, we have

Lh := {λh ∈ M0
h | λh(ξ) = 0, for all ξ ∈ Nx

}

. (87)

Discretizing the self-contact constraint must account for the product domainU 2, thus we
make use of bilinear interpolation. First, define the space of shape functions

Q1(I × J ) :=
{

q ∈ C0(I × J ) | v(x, y) =
∑

i, j

ai, jφ
I
i (x)φ

J
j (y),

where {φ I
i } are basis functions of P1(I ), and {φ J

i } are basis functions of P1(J )
}

,

(88)
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where I , J ∈ Th . Now, define

M00
h := {v ∈ C0(U 2) | v|I×J ∈ Q1(I × J ), for every I , J ∈ Th}, (bilinear), (89)

with interpolation operator I00
h : C0(U 2) → M00

h defined by

I00
h v =

∑

ξi∈Vh

∑

ξ j∈Vh

v(ξi , ξ j )ϑi, j , (90)

where {ϑi, j } are basis functions spanning M00
h . The discrete space for the self-contact mul-

tiplier is

Sh := {σh ∈ M00
h | σh(ξ1, ξ2) = 0, for all ξ1, ξ2 ∈ Nx

}

. (91)

6.2 Discrete Energy and Decent Steps

We introduce the following discrete inner products:

(u, v)hL2 =
∑

I∈Th

∫

I
I0
h {uv} dξ, ((σ, μ))hL2 =

∫ L

0

∫ L

0
I00
h {σμ}dξ1dξ2, (92)

for all u, v in L2(U ), such that u|I and v|I are continuous for each I ∈ Th , and for all
σ,μ ∈ C0(U 2). These definitions generalize to vector-valued functions in the obvious way.
For all xh ∈ [M1

h ]3 and bh ∈ [M0
h ]3, the discrete version of the energy (9) is given by

Eh
r [xh, bh] = cb

2
‖x′′

h‖2L2 + cr
2

‖b′
h‖2L2 + ct

2

[

(|b′
h ||x′

h |, |b′
h ||x′

h |
)h
L2 − (b′

h · x′
h, b

′
h · x′

h

)h
L2

]

+ co
2

‖I0
h {x′

h · bh}‖2L2 − F (xh, bh) ,
(93)

and the discrete minimizing movements energy (c.f. (17)) is simply Jh [xh, bh] ≡
Jh

[

xh, bh; x̃h, b̃h
]

:

Jh [xh, bh] = Eh
r [xh, bh]+ 1

2�t
(xh − x̃h, xh − x̃h) + 1

2�t

(

bh− b̃h, bh− b̃h
)

†
. (94)

Throughout the remainder, we treat the regularization parameter c as fixed and we no
longer write the c subscript. Step 1 of Algorithm 1 consists in solving a discrete version
of (59), which is as follows. Given x̃h ∈ Wh(xbc), b̃h ∈ Vh(bbc) (solution at the previous
time-step), find xh ∈ Wh(xbc), ρh ∈ Rh , λh ∈ Lh , and σh ∈ Sh such that

cb
(

w′′
h, x

′′
h

)

L2 + ct

[

(

|b̃′
h |w′

h, |b̃
′
h |x′

h

)h

L2
−
(

b̃
′
h · w′

h, b̃
′
h · x′

h

)h

L2

]

+ co
(

w′
h · b̃h, x′

h · b̃h
)h

+ 1

�t
(wh, xh − x̃h) +

(

λh, γ
′
x̃h
(wh)

)h +
((

σh, ψ
′
x̃h
(wh)

))h

+
(

ρh, τ
′
x̃h
(wh)

)h = Fx (wh) , ∀wh ∈ Wh(0),
(

ηh, τx̃h (xh)
)h = 0, ∀ηh ∈ Rh,

(

ϕh,max
(

0, λ̄h + c γx̃h (xh)
)

χa)h − (ϕh, λh)
h = 0, ∀ϕh ∈ Lh,

((

μh,max
(

0, σ̄h + cψx̃h (xh)
)

χn))h − ((μh, σh))
h = 0, ∀μh ∈ Sh,

(95)
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where λ̄h ∈ Lh , σ̄h ∈ Sh are fixed given functions that may be zero. Step 2 of Algorithm
1 consists in solving a discrete version of (47), which is as follows. Given xh ∈ Wh(xbc),
b̃h ∈ Vh(bbc), find bh ∈ Vh(bbc), ωh ∈ Oh such that

cr
(

v′
h, b

′
h

)

L2 + ct
[

(|x′
h |v′

h, |x′
h |b′

h

)h
L2 − (x′

h · v′
h, x

′
h · b′

h

)h
L2

]

+ co
(

x′
h · vh, x′

h · bh
)h

+ 1

�t

(

vh, bh − b̃h
)

†
+
(

ωh, 	
′
b̃h
(vh)

)h = Fb (vh) , ∀ vh ∈ Vh(0),

(

θh, 	b̃h
(bh)

)h = 0, ∀ θh ∈ Oh .

(96)

The well-posedness of (95) and (96) follows the same arguments as in the continuous
case.

6.3 Implementation Issues

The discrete finite element spaces are conforming and completely standard. Furthermore, the
use of discrete inner products facilitates fast matrix assembly. The main issue for this method
is in handling the product domain U 2 ≡ U × U in the inner product ((·, ·)) that appears in
(95). A straightforward implementation can be very slow, especially when L is very large
and h is very small.

The first step is to eliminate λh and σh from (95) and obtain a reduced system analogous
to (60). It is now a matter of (efficiently) assembling the linear form

�sc(wh) = ((σh, χn [�wh · p̃h
]))h

, where σh

= max
[

0, σ̄h + c
(

ε +�xh · p̃h
)]

χn, p̃h = − �x̃h
|�x̃h | ,

(97)

for all wh ∈ Wh(0), and the bilinear form

ϒsc(wh, ŵh) = ((χn [�wh · p̃h
]

, χ̃ψ (xh)
[

�ŵh · p̃h
]))h

, (98)

for all wh, ŵh ∈ Wh(0), both of which appear in the inner iteration of Algorithm 2. All other
forms only involve assembly over U , which is standard.

Next, we note that a sparse matrix representation of � can be computed once and for all.
Moreover, p̃h need only be computed once per time-step. Thus, the column vector realization
of �sc is only computed once per time-step. Of course, σh must be evaluated at each inner
iteration, but this is straightforward as a sparse vector-vector dot product.

As for ϒsc, this can be partially assembled once per time-step. Only the term χ̃ψ (xh)
changes in the inner iteration, which can be accounted for by multiplying with a sparse
diagonal matrix; here, we take advantage of the discrete inner product. The final matrix
realization of ϒsc is merely N × N , where N is the number of basis functions of Wh(0).
Then the formation of the saddle-point system to solve for updating xh in the inner iteration
is completely standard.

Remark 6.1 [nearest neighbors] The main trick in speeding up the computations is to take
advantage of nearest neighbors in the ambient space R

3. Even for situations of massive
self-contact, most pairwise interactions of the curve do not take place.

Thus, an octree [7, 24] is used to determine which parts of the curve may possibly interact,
e.g. find all pairwise distances which are less than 1.5 · ε; all other pairwise interactions are
ignored. This has the practical advantage of making the matrix realization of� more sparse,
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which speeds up all related sparse matrix–vector products. If the time-step is sufficiently
small, or alternatively the cutoff distance sufficiently large, this technique will not miss any
pairwise interactions that would violate no self-penetration.

Updating the octree and finding K nearest neighbors, where K is sufficiently large to find
all points within 1.5 · ε, has a negligible computational cost, so we do this every time-step.
The choice of K depends on the mesh size (which is stated in the numerical experiments
below). For our typical computations, K ≈ 20 to 60.

Remark 6.2 (mesh size vs. thickness)The self-contact constraint for the discrete problem only
considers point-to-point distances between nodes of the mesh (instead of all points along the
curve). Thus, if the mesh size h is too large, e.g. h > 2ε, then the curve could pass through
itself without detecting any violation of the self-contact inequality constraint. Therefore, one
must choose h < 2ε. In our numerical experiments, we always choose h < ε/2 as an extra
safety margin.

7 Numerical Results

The algorithm was implemented using the Matlab/C++ finite element toolbox FELICITY
[65]. The computations were carried out on a Dell XPS 8700 desktop (circa 2014), 4 core
Intel i7-4770 3.40GHz with 32GB RAM. The linear system solves were done usingMatlab’s
“backslash” command. For the most expensive simulations, most of the computational time
(> 70%) is spent on “backslash” for solving the inner iteration of Newton’s method when
updating the curve x.

To ensure robustness, we use a damped Newton scheme for solving Step 1 of the minimiz-
ing movements scheme, using a convergence tolerance of 10−9 to 10−8, an initial step-size
of α = 1.0, a minimum step-size of 10−4, and a back-tracking line search with the following
step-size acceptance criterion

Jr,c

[

x̂i + αδ x̂i
]

< Jr,c

[

x̂i
]

⇒ x̂i+1 := x̂i + αδ x̂i , (99)

where Jr,c [·] is defined in (61), δ x̂i is the current Newton search direction, and i is the
inner Newton iteration index. The initial guess x̂0 := xk is taken to be the solution from

the previous time index k, with a slight modification to ensure τxk
(

x̂0
)

= 0, i.e. a feasible

point.
The capsid, when present, is taken to be a sphere of unit radius with level set (distance)

function φ( y) := | y| − 1, which is a smooth function for all | y| > 1/2. The smoothness of
φ( y) for | y| ≤ 1/2 is irrelevant.

7.1 A Curve in a Capsid

We simulate an open curve inside a capsid with thickness ε = 0.05 that is clamped at both
ends. The initial x is given by the parametrization

x(v) = (v − a0, c0v(v − a1) sin(ωv), 0) , a0 = 0.9, a1 = 1.8, c0 = 1.12, ω = 5π/a1,

(100)
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on the interval [0,M], where M is found so that an equal arc-length parametrization is on
the interval U = [0, L] with L = 6.76. The initial b is given by

b(ξ) = cos(θ0ξ)n1(ξ)+ sin(θ0ξ)n2(ξ), θ0 = 1.0, (101)

where ξ is the arc-length coordinate, and {t, n1, n2} is anorthonormal framewithn1 generated
through parallel transport along the initial curve (100) with initial condition n1(0) = (0, 0, 1)
and n2 := t ×n1. The clamped conditions for x, and the Dirichlet conditions for b, are taken
from (100) and (101).

The coefficients in the energy (9) are

cr = 0.001, cb = 4, ct = 1, co = 105, (102)

and there are no body forces: F (x, b) ≡ 0. The capsid activation function is χa ≡ 1. The
regularization parameter is c = 108. The time-step is �t = 0.05. The triangulation Th of
U consists of N = 676 sub-intervals of uniform length h = 0.01. We use K = 30 for the
nearest neighbor search.

Figure 1 shows snapshots of the evolution of the curve driven by the minimization scheme
in Algorithm 1. The minimizing movements scheme was run for 6400 iterations, for a total
wall time of 8.75min. A small amount of self-contact occurs, while a large amount of contact
with the capsid occurs toward the end of the evolution. Figure2 shows the energy decrease
for the evolution.

In Fig. 3, the max norm of the violation of the equality constraints is plotted versus time.
Moreover, Fig. 4 verifies the O(�t2) error control of the unit length constraints by running
several simulations for different values of �t . The violation of the inequality constraints is
plotted versus time in Fig. 5.

7.2 Closed and Open Knots

7.2.1 The Trefoil Knot

We simulate a closed curve with thickness ε = 0.2 that forms the trefoil knot; no capsid is
present in this example. The initial x is given by the parametrization

x(v) = (1/2) (sin(v)+ 2 sin(2v), cos(v)− 2 cos(2v),− sin(3v)) , (103)

on the interval [0, 2π], and then reparameterized to yield an equal arc-length parametrization
on the interval U = [0, L] with L = 6. The initial b is given by

b(ξ) = cos(θ0ξ)n1(ξ)+ sin(θ0ξ)n2(ξ), θ0 = 2π/L, (104)

where ξ is the arc-length coordinate, and {t, n1, n2} is anorthonormal framewithn1 generated
through parallel transport along the initial curve (103) with initial condition n1(0) ‖ t(0)×
(0, 0, 1) and n2 := t × n1.

The coefficients in the energy (9) are

cr = 0.001, cb = 1, ct = 2, co = 105, (105)

and there are no body forces: F (x, b) ≡ 0. The regularization parameter is c = 108. The
time-step is �t = 0.05. The triangulation Th of U consists of N = 300 sub-intervals of
uniform length h = 0.02. We use K = 40 for the nearest neighbor search.

Figure 6 shows snapshots of the evolution of the curve driven by the minimization scheme
in Algorithm 1. The minimizing movements scheme was run for 12000 iterations, for a total
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Fig. 1 Evolution of a curve in a capsid (Sect. 7.1). A tube of thickness ε = 0.05 is plotted around the centerline
curve x. The blue arrows show b, and red arrows represent ∇φ at points that touch the capsid. At time index
128 and 256, a red disk is shown at a point of self-contact
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Fig. 2 Energy decay for a curve in a capsid (Sect. 7.1). Left figure goes to time index 200

Fig. 3 Equality constraint violation for a curve in a capsid (Sect. 7.1)

Fig. 4 O(�t2) check for τ(x) and 	(b) for a curve in a capsid (Sect. 7.1). Recall (57)
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Fig. 5 Inequality constraint violation for a curve in a capsid (Sect. 7.1). Note that ψ(x)+ is only violated
during a brief period of self-contact early in the simulation

wall time of 9.003min. A large amount of self-contact occurs toward the end of the evolution.
Figure7 shows the energy decrease for the evolution.

In Fig. 8, the max norm of the violation of the equality constraints is plotted versus time.
The violation of the self-contact inequality constraint is plotted versus time in Fig.9.

7.2.2 A Practical Knot

We simulate an open curve with thickness ε = 0.2 that forms a figure eight “knot”; no capsid
is present in this example. The initial x is given by the parametrization

x(v) =
⎛

⎝

(2((v − 73/20)2 − 7)((v − 73/20)2 − 11)(v − 73/20))/5
(v − 73/20)4 − (67(v − 73/20)2)/5

(((v − 73/20)2 − 3)((v − 73/20)2 − 9)((v − 73/20)2 − 13)(v − 73/20))/10

⎞

⎠ ,

(106)

on the interval [0, 7.3], and then reparameterized to yield an equal arc-length parametrization
on the interval U = [0, L] with L = 7.3. The initial b is given by

b(ξ) = n1(ξ), (107)

where ξ is the arc-length coordinate, and {t, n1, n2} is anorthonormal framewithn1 generated
through parallel transport along the initial curve (106) with initial condition n1(0) ‖ t(0)×
(0, 0, 1).

The coefficients in the energy (9) are

cr = 0.001, cb = 1, ct = 0.1, co = 105. (108)
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Fig. 6 Evolution of a trefoil knot (Sect. 7.2.1). A tube of thickness ε = 0.2 is plotted around the centerline
curve x. The blue arrows show b. The right side shows a plot of the characteristic function of {σ > 0} over
the square U2. A significant amount of self-contact is present toward the end of the simulation
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Fig. 7 Energy decay for a trefoil knot (Sect. 7.2.1). Left figure goes to time index 200

Fig. 8 Equality constraint violation for a trefoil knot (Sect. 7.2.1)

No Dirichlet boundary conditions are imposed, and the only forces present are end point
forces that pull the knot tight:

F (x, b) ≡ Fx (x) = h · x
∣

∣

∣

L

0
, h(t) = (10 + t) (1, 0, 1) . (109)

The regularization parameter is c = 108. The time-step is �t = 0.02. The triangulation Th
of U consists of N = 365 sub-intervals of uniform length h = 0.02. We use K = 50 for the
nearest neighbor search.

Figure 10 shows snapshots of the evolution of the curve driven by theminimization scheme
in Algorithm 1. The minimizing movements scheme was run for 5000 iterations, for a total
wall time of 5.533min. A large amount of self-contact occurs toward the end of the evolution
when the knot is pulled tight. Figure11 shows the energy decrease for the evolution.

In Fig. 12, the max norm of the violation of the equality constraints is plotted versus
time. The violation of the self-contact inequality constraint is plotted versus time in Fig.13.
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Fig. 9 Inequality constraint violation for a trefoil knot (Sect. 7.2.1). Note that the capsid constraint is not
present in this example

Note that a small time-step is needed to ensure energy decrease and adequate control of the
constraints (because of the large end point forces).

7.3 Packing in Two Dimensions

We simulate an open curve, with thickness ε = 0.05, being packed inside a two dimensional
capsid. The initial x is given by the parametrization

x(v) = (−a0((v − c0)+)2, v − c1
)

, a0 = 3.0, c0 = L − 0.8, c1 = L − 0.9,

(110)

on the interval [0,M], where M is found so that an equal arc-length parametrization is on
the interval U = [0, L] with L = 40. Since this example is in two dimensions, b ≡ (0, 0, 1)
and Step 2 of Algorithm 1 is omitted. No Dirichlet conditions are imposed at either end point
of the curve.

In addition, we model a simple “motor” at the bottom of the capsid that inserts the elastic
curve into the capsid. The details are as follows. LetUCap ⊂ U be the subset of points ξ such
that x(ξ) has entered the capsid. We initialize the setU 0

Cap to be the set of ξ values such that

φ(x0(ξ)) < 0 and x0(ξ) · e2 > −1 + ε/2. We also assume that the initial curve is oriented
so there exists a ξ0 such that U 0

Cap = (ξ0, L]. The point ξ0 is where the motor is located.
Thus, the coordinates of themotor are (0,−1+ε/2) and the following property is satisfied:

ξ j := argmax
ξ∈U\U j

Cap

x j (ξ) · e2 ⇒ x j (ξ j ) = (0,−1 + ε/2), (111)

for j = 0 (i.e. the initial curve). Suppose that (111) is satisfied for all j = 0, 1, ..., k, for
a sequence {ξ j }kj=0, such that ξ j−1 > ξ j , with U j

Cap = (ξ j , L]. During the kth step, when
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Fig. 10 Evolution of a figure eight “knot” (Sect. 7.2.2). A tube of thickness ε = 0.2 is plotted around the
centerline curve x. The blue arrows show b. The right side shows a plot of the characteristic function of
{σ > 0} over the square U2. A significant amount of self-contact is present toward the end of the simulation,
because the knot is pulled tight
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Fig. 11 Energy decay for a figure eight “knot” (Sect. 7.2.2). Left figure goes to time index 500. The energy
decreases linearly because of the applied forces at the end points

Fig. 12 Equality constraint violation for a figure eight “knot” (Sect. 7.2.2)

solving for xk+1, we set the following Dirichlet condition at the point ξ k :

xk+1(ξ k) =
(

0, xk(ξ k) · e2
)

+�t (0, 0.2) , (xk+1)′(ξ k) = (0, 1) . (112)

Since theDirichlet condition decouples the curve into twodisjoint parts,we solve for the curve
corresponding to Uk

Cap using the method outlined earlier in the paper. The other part of the

curve that is outside the capsid, is solved for “analytically,” i.e. xk+1(ξ) · e1 = 0 and xk+1(ξ)

is parallel to the e2 axis for all ξ /∈ Uk
Cap. Hence, we do not have to account for self-contact

outside of the capsid. Therefore, we set Uk+1
Cap = (ξ k+1, L] where ξ k+1 = ξ k − 0.2�t .

The capsid activation function, (χa)k , is simply taken to be the characteristic function of
Uk
Cap. The motor causes the curve to be “pumped” into the capsid, with the capsid inequality

constraint only applied to the points in Uk
Cap at iteration k.
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Fig. 13 Inequality constraint violation for a figure eight “knot” (Sect. 7.2.2). Note that the capsid constraint is
not present in this example

The coefficients in the energy (9) are

cr = 0, cb = 1, ct = 0, co = 0, (113)

and there are no body forces: F (x, b) ≡ 0. The regularization parameter is c = 108. The
time-step is �t = 0.05. The triangulation Th of U consists of N = 2400 sub-intervals of
uniform length h = 0.016667. We use K = 30 for the nearest neighbor search.

Figure 14 shows snapshots of the evolution of the curve driven by the scheme inAlgorithm
1 combined with the “motor” described earlier. The scheme was run for 6000 iterations, for
a total wall time of 22.13min. The overall capsid contact and self-contact increases as the
curve is pumped into the capsid. Figure15 shows the energy plot for the evolution, which
increases (because energy is being pumped into the system) until about t = 190, when the
motor releases the tail of the curve.

In Fig. 16, the max norm of the violation of the equality constraints is plotted versus time.
The violation of the inequality constraints is plotted versus time in Fig. 17.

7.4 Packing in Three Dimensions

We simulate an open curve, with thickness ε = 0.15, being packed inside a three dimensional
capsid. The initial x is given by the parametrization

x(v) = (−a0((v − c0)+)2, 0, v − c1
)

, a0 = 3.0, c0 = L − 0.8, c1 = L − 0.95,

(114)

on the interval [0,M], where M is found so that an equal arc-length parametrization is on
the interval U = [0, L] with L = 200. The initial b is given by

b(ξ) = (0, 1, 0) , for all ξ ∈ U . (115)

No Dirichlet conditions are imposed at either end point of the curve.
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Fig. 14 Packing of a two dimensional curve in a capsid (Sect. 7.3). A tube of thickness ε = 0.05 is plotted
around the centerline curve x. The “motor” (at the bottom) is shown in magenta. The red arrows represent ∇φ
at points that touch the capsid. The right side shows a plot of the characteristic function of {σ > 0} over the
square U2. A significant amount of self-contact is present toward the end of the simulation
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Fig. 15 Energy plot for packing a two dimensional curve in a capsid (Sect. 7.3). Note: the energy increases
because energy is put into the system by the “motor.” At approximately t = 190, the motor releases the tail
of the curve, which causes the curve to relax and the energy to decrease at later times

Fig. 16 Violation of the unit length constraint τ(x) = 0 for packing a two dimensional curve in a capsid
(Sect. 7.3)

In addition,wemodel a simple “motor” at the south pole of the capsid that inserts the elastic
curve into the capsid. The model is similar to Sect. 7.3 with the following modifications. We
initialize the set U 0

Cap to be the set of ξ values such that φ(x0(ξ)) < 0 and x0(ξ) · e3 >

−1 + ε/2. We also assume that the initial curve is oriented so that U 0
Cap = (ξ0, L] for some

ξ0 (i.e. the motor point).
Thus, the coordinates of the motor are (0, 0,−1 + ε/2) and the following property is

satisfied:
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Fig. 17 Inequality constraint violation for packing a two dimensional curve in a capsid (Sect. 7.3)

ξ j := argmax
ξ∈U\U j

Cap

x j (ξ) · e3 ⇒ x j (ξ j ) = (0, 0,−1 + ε/2), and b j (ξ j ) · e3 = 0, (116)

for j = 0 (i.e. the initial curve). Suppose that (116) is satisfied for all j = 0, 1, ..., k, for
a sequence {ξ j }kj=0, such that ξ j−1 > ξ j , with U j

Cap = (ξ j , L]. During the kth step, when

solving for xk+1, we set the following Dirichlet condition at the point ξ k :

xk+1(ξ k) =
(

0, 0, xk(ξ k) · e3
)

+�t (0, 0, 0.2) , (xk+1)′(ξ k) = (0, 0, 1) ,

bk+1(ξ k) = R(�θ)bk(ξ k), �θ = 5�t(π/180),
(117)

where R(�θ) is a 3 × 3 rotation matrix about e3 by the (small) angle �θ , i.e. bk+1(ξ k) is
simply bk(ξ k) rotated in the x-y plane by 5 degrees per unit time. This models a twisting
motion as the curve is inserted into the capsid.

Since the Dirichlet condition decouples the curve into two disjoint parts, we solve for the
two parts of the curve separately as described in Sect. 7.3. The part outside of the capsid is
solved for “analytically,” i.e. xk+1(ξ) · e1 = 0, xk+1(ξ) · e2 = 0, xk+1(ξ) is parallel to the
e3 axis, and bk+1(ξ) is constant for all ξ /∈ Uk

Cap.
The coefficients in the energy (9) are

cr = 0.001, cb = 4, ct = 1, co = 105, (118)

and there are no body forces: F (x, b) ≡ 0. For the first 14000 iterations, the regularization
parameter is c = 108 and the time-step is �t = 0.05; afterward, c = 109 and �t = 0.02.
The triangulation Th of U consists of N = 6000 sub-intervals of uniform length h = 1/30.
We use K = 25 for the nearest neighbor search.

Figures 18 and 19 show snapshots of the evolution of the curve driven by the scheme in
Algorithm 1 combined with the “motor” described earlier. The scheme was run for 14000
iterations (at �t = 0.05), followed by another 15000 iterations (at �t = 0.02), for a total

123



Journal of Scientific Computing            (2024) 99:29 Page 39 of 49    29 

Fig. 18 Packing of a three
dimensional curve in a capsid
(Sect. 7.4); continued in Fig. 19.
A tube of thickness ε = 0.15 is
plotted around the centerline
curve x. The “motor” is at the
bottom (not shown). Blue arrows
show b, and red arrows represent
∇φ at points that touch the
capsid. The right side shows a
plot of the characteristic function
of {σ > 0} over the square U2.
The self-contact square gets filled
in as more of the curve is packed
into the capsid

wall time of 13.256h. The overall capsid contact and self-contact increases as the curve is
pumped into the capsid. Figure20 shows the energy plot for the evolution, which increases
(because energy is being pumped into the system) until about t = 980, when the motor
releases the tail of the curve.

In Fig. 21, the max norm of the violation of the equality constraints is plotted versus time.
The violation of the inequality constraints is plotted versus time in Fig. 22.
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Fig. 19 Packing of a three
dimensional curve in a capsid
(Sect. 7.4); continued from
Fig. 18. A tube of thickness
ε = 0.15 is plotted around the
centerline curve x. The “motor”
is at the bottom (not shown). Blue
arrows show b, and red arrows
represent ∇φ at points that touch
the capsid. The right side shows a
plot of the characteristic function
of {σ > 0} over the square U2. A
significant amount of self-contact
is present at the end of the
simulation

8 Conclusions

We have presented a robust and efficient method for simulating elastic curves with self-
contact and capsid obstacle constraints. The minimizing movements scheme we use can find
complex energy minimizers under non-trivial inequality constraints (our numerical results
demonstrate this). Each step of the scheme involves solving a convex problem, which is
achieved through linearization of the inequality constraints. Indeed, the linearization of the
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Fig. 20 Energy plot for packing a three dimensional curve in a capsid (Sect. 7.4). The left plot goes to time
index 12000.Note: the energy increases because energy is put into the system by the “motor.”At approximately
t = 980, the motor releases the tail of the curve, which causes the curve to relax and the energy to decrease
at later times

Fig. 21 Equality constraint violation for packing a three dimensional curve in a capsid (Sect. 7.4)

self-contact constraint enjoys a powerful monotone property. Violation of the exact con-
straints is O(�t2), regardless of the number of time-steps that have run (provided a mild
time-step restriction is satisfied). Furthermore, our regularization of the constraints yields a
system that is effectively solved by a damped Newton scheme that appears to be robust with
respect to c.

There are many questions and points of future work, however, that remain. Some simple
extensions would be the following. Using the point-tangent radius (as in [25, 26, 41]) in
the definition of the proximity vector (22) would have the advantage of avoiding the mesh
size restriction noted in Remark 6.2. Moreover, deriving a convergent time-stepping scheme
for realistic dynamics that includes frictional effects is necessary from the application per-
spective. In addition, developing a multi-grid or parallel method to solve the linear systems
resulting from applying Newton’s method to (60) could greatly speed up the method, as well
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Fig. 22 Inequality constraint violation for packing a three dimensional curve in a capsid (Sect. 7.4)

as handle parameter regimes where c is chosen extremely large. And, of course, extending
the method to two dimensional surfaces with thickness would be very interesting.

Furthermore, it is not clear at the moment how to derive an efficient scheme for solving the
exact problem (without regularization). Solvers for convex, inequality constrained problems
exist for finite dimensional problems, but it is not clear how to extend these, in an efficient
way, to problems posed in infinite dimensional function space. Alternatively, how can the
constraints be better satisfied in extreme situations, such as in Fig. 19? Increasing c cannot
be done arbitrarily.

Lastly, can the method be extended to compute ropelength [7, 18, 46], i.e. compute the
shortest elastic closed curve with a given thickness and knot class. Indeed, are knot classes
preserved with our algorithm for the regularized problem? For example, what conditions are
needed on c, mesh size h, and time step �t to ensure that a given knot class is preserved?
Moreover, an interesting extension would be to handle networks of curves, i.e. curves con-
nected at multi-junctions.
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Appendix A: Energy Estimates

Proof of Theorem 4.8. Recall the following notational replacements x ≡ xi+1, x̃ ≡ xi ,
ρ ≡ ρi+1, λ ≡ λi+1, and σ ≡ σ i+1, as well as b ≡ bi+1, b̃ ≡ bi , ω ≡ ωi+1. In addition,
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for notational convenience, we set ai (w, y) := cb
(

w′′, y′′)
L2 + m[bi ] (w, y), noting that

Er
[

y, bi
] = (1/2)ai ( y, y)+ (cr/2)‖(bi )′‖2L2 − F

(

y, bi
)

.

Setting w = xi+1 − xi in (42), we get

ai
(

xi+1, xi+1 − xi
)

+ 1

�t
‖xi+1 − xi‖2H2 +

〈

ρi+1, τ ′
xi

(

xi+1 − xi
)〉

+
〈

λi+1, γ ′
xi

(

xi+1 − xi
)〉

+
〈〈

σ i+1, ψ ′
xi

(

xi+1 − xi
)〉〉

= Fx

(

xi+1 − xi
)

,

(119)

Combining with (49), (50), and (51), we have

ai
(

xi+1, xi+1 − xi
)

+ 1

�t
‖xi+1 − xi‖2H2 ≤ Fx

(

xi+1 − xi
)

+ ‖τ(xi )‖H1‖ρi+1‖H−1

+ ‖[γ (xi )]+‖L∞
〈

λi+1, 1
〉

.

(120)

Utilizing the classic identity 2a(a − b) = a2 − b2 + (a − b)2, we get

1

2
ai
(

xi+1 − xi , xi+1 − xi
)

+ 1

2
ai
(

xi+1, xi+1
)

− 1

2
ai
(

xi , xi
)

+ 1

�t
‖xi+1 − xi‖2H2 ≤ Fx

(

xi+1 − xi
)

+ ‖τ(xi )‖H1‖ρi+1‖H−1 + ‖[γ (xi )]+‖L∞
〈

λi+1, 1
〉

.

(121)

From (121), we can obtain a (quasi) energy decrease property, i.e. we first have

1

2
ai
(

xi+1, xi+1
)

+ cr
2

‖(bi )′‖2L2 − Fx

(

xi+1
)

+ 1

�t
‖xi+1 − xi‖2H2

≤ 1

2
ai
(

xi , xi
)

+ cr
2

‖(bi )′‖2L2 − Fx

(

xi
)

+ ‖τ(xi )‖H1‖ρi+1‖H−1 + ‖[γ (xi )]+‖L∞
〈

λi+1, 1
〉

,

(122)

which gives

Er
[

xi+1, bi
]

+ 1

�t
‖xi+1 − xi‖2H2 ≤ Er

[

xi , bi
]

+ ‖τ(xi )‖H1‖ρi+1‖H−1

+ ‖[γ (xi )]+‖L∞
〈

λi+1, 1
〉

.

(123)

Next, for notational convenience, we set ei (v, z) := cr
(

v′, z′
)

L2 +m[xi+1] (v, z), noting
that Er

[

xi+1, v
] = (1/2)ei (v, v)+(cb/2)‖(xi+1)′′‖2

L2 −F
(

xi+1, v
)

. Setting v = bi+1−bi

in (47), we have

ei
(

bi+1, bi+1 − bi
)

+ 1

�t
‖bi+1 − bi‖2H1 = −

〈

ωi+1, 	′
bi

(

bi+1 − bi
)〉

, (124)

Again, using the classic identity 2a(a − b) = a2 − b2 + (a − b)2, and (52), we get

1

2
ei
(

bi+1 − bi , bi+1 − bi
)

+ 1

2
ei
(

bi+1, bi+1
)

− 1

2
ei
(

bi , bi
)

+ 1

�t
‖bi+1 − bi‖2H1 ≤ ‖ωi+1‖H−1‖	(bi )‖H1 .

(125)

From (125), we can obtain a (quasi) energy decrease property, i.e. we first have

cb
2

‖(xi+1)′′‖2L2 + 1

2
ei
(

bi+1, bi+1
)

− Fx

(

xi+1
)

+ 1

�t
‖bi+1 − bi‖2H1

≤ cb
2

‖(xi+1)′′‖2L2 + 1

2
ei
(

bi , bi
)

− Fx

(

xi+1
)

+ ‖	(bi )‖H1‖ωi+1‖H−1 .

(126)
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which gives

Er
[

xi+1, bi+1
]

+ 1

�t
‖bi+1 − bi‖2H1 ≤ Er

[

xi+1, bi
]

+ ‖	(bi )‖H1‖ωi+1‖H−1 . (127)

Combining (123) and (127), for all i ≥ 0, we get

Er
[

xi+1, bi+1
]

+ 1

�t
‖xi+1 − xi‖2H2 + 1

�t
‖bi+1 − bi‖2H1 ≤ Er

[

xi , bi
]

+�i
1 +�i

2,

(128)

where, upon recalling Assumption 4.7, �i
1 := M1(‖τ(xi )‖H1 + ‖[γ (xi )]+‖L∞), �i

2 :=
M2‖	(bi )‖H1 . Upon recalling (53), if �t ≤ (2v0M1)

−1 and �t ≤ (v0M2)
−1, then the

previous estimates give the following (quasi)-energy decrease result

Er
[

xi+1, bi+1
]

+�i+1
1 +�i+1

2 ≤ Er
[

xi , bi
]

+�i
1 +�i

2, for all i ≥ 0, (129)

i.e. Ei +�i
1 +�i

2 ≤ E0 +�0
1 +�0

2 =: F0, for all i ≥ 0, where Ei := Er
[

xi , bi
]

.
A simple bound on Fx

(

xi+1
) = Fx

(

xi+1 − xbc
)+ Fx (xbc) gives

|Fx

(

xi+1
)

| ≤ ‖Fx‖(H2)∗CP‖(xi+1 − xbc)′′‖L2 + |Fx (xbc) |
≤ CP‖Fx‖(H2)∗‖(xi+1)′′‖L2 + ‖Fx‖(H2)∗CP‖x′′

bc‖L2 + |Fx (xbc) |
≤ (C2

P/cb)‖Fx‖2(H2)∗ + (cb/4)‖(xi+1)′′‖2L2 + ‖Fx‖(H2)∗
[

CP‖x′′
bc‖L2 + ‖xbc‖H2

]

(130)

where ‖ y‖H2 ≤ CP‖ y′′‖L2 , which then yields, for all i ≥ 0,

(cb/4)‖(xi+1)′′‖2L2 + (cr/2)‖(bi+1)′‖2L2 +�t−1‖xi+1 − xi‖2H2 +�t−1‖bi+1 − bi‖2H1

≤ Ei +�i
1 +�i

2 + Q0 ≤ F0 + Q0,
(131)

where Q0 := (C2
P/cb)‖Fx‖2(H2)∗ + ‖Fx‖(H2)∗

[

CP‖x′′
bc‖L2 + ‖xbc‖H2

]

.
From (121), we have

1

2
ai
(

xi+1 − xi , xi+1 − xi
)

+ 1

�t
‖xi+1 − xi‖2H2

≤ 1

2
ai
(

xi , xi
)

− 1

2
ai
(

xi+1, xi+1
)

+ Fx

(

xi+1 − xi
)

+�i
1.

(132)

Again, using a2−b2 = 2a(a−b)−(a−b)2, with a2 = ai
(

xi , xi
)

and b2 = ai
(

xi+1, xi+1
)

,
we get

ai
(

xi+1 − xi , xi+1 − xi
)

+ 1

�t
‖xi+1 − xi‖2H2 ≤ ai

(

xi , xi − xi+1
)

+ ‖Fx‖(H2)∗‖xi+1 − xi‖H2 +�i
1.

(133)

Focusingonai
(

xi , xi −xi+1
)

, anddefining the3×3matrix Bi =(|(bi )′|2 I−(bi )′ ⊗ (bi )′
)1/2

,
with |Bi | ≤ |(bi )′|, we find that

ai
(

xi , xi − xi+1
)

= cb
(

(xi )′′, (xi − xi+1)′′
)

L2
+ ct

(

Bi (xi )′, Bi (xi − xi+1)′
)

L2

+ co
(

bi · (xi )′, bi · (xi − xi+1)′
)

L2

≤ cb‖(xi+1 − xi )′′‖L2‖(xi )′′‖L2 + (ct/cr)
1/2‖(xi+1 − xi )′‖L∞c1/2t ‖Bi (xi )′‖L2c1/2r ‖Bi‖L2

+ c1/2o ‖(xi+1 − xi )′‖L∞c1/2o ‖bi · (xi )′‖L2‖bi‖L2

≤ α1‖xi+1 − xi‖H2

[

c1/2b ‖(xi )′′‖L2 + c1/2t ‖Bi (xi )′‖L2c1/2r ‖Bi‖L2 + c1/2o ‖bi · (xi )′‖L2‖bi‖L2

]

,

(134)
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where α1 = max
(

c1/2b ,C1(ct/cr)1/2,C1c
1/2
o

)

andC1 > 0 is a uniform embedding constant.

The term in brackets [∗] is bounded by

[∗] ≤ 1 + cb
4

‖(xi )′′‖2L2 + ct
2

‖Bi (xi )′‖2L2 + cr
2

‖(xi )′‖2L2 + co
2

‖bi · (xi )′‖2L2 − Fx

(

xi
)

+CP‖Fx‖(H2)∗‖(xi )′′‖L2 + 1

2
‖bi‖2L2 + ‖Fx‖(H2)∗

≤ 1 + cb
4

‖(xi )′′‖2L2 + ct
2

‖Bi (xi )′‖2L2 + cr
2

‖(xi )′‖2L2 + co
2

‖bi · (xi )′‖2L2 − Fx

(

xi
)

+C2
P

cb
‖Fx‖2(H2)∗ + cb

4
‖(xi )′′‖2L2 + 1

2
‖bi‖2L2 + ‖Fx‖(H2)∗

= 1 + 1

2
‖bi‖2L2 + ‖Fx‖(H2)∗ + C2

P

cb
‖Fx‖2(H2)∗ + Ei . (135)

Now, note that

‖bi‖2L2 = ‖|bi |2 − 1‖L1 + L ≤ C3‖	(bi )‖H1 + L = C3

M2
�i

2 + L, (136)

for some embedding constant C3 > 0. So, (135) simplifies to

[∗] ≤ 1 + L

2
+ ‖Fx‖(H2)∗ + C2

P

cb
‖Fx‖2(H2)∗ + Ei + C3

2M2
�i

2

≤ 1 + L

2
+ ‖Fx‖(H2)∗ + C2

P

cb
‖Fx‖2(H2)∗ + C4F

0 =: ˜R1, (137)

where C4 := max(C3/(2M2), 1). Hence, combining (133), (134), and (137), we obtain

1

�t
‖xi+1 − xi‖2H2 ≤ (α1˜R1 + ‖Fx‖(H2)∗

) ‖xi+1 − xi‖H2 +�i
1

≤ (α1˜R1 + ‖Fx‖(H2)∗
) ‖xi+1 − xi‖H2 + 2v0M1�t

(

F0 + Q0
)

,

(138)

where we used (131). Hence, there is a uniform constant R1, such that

‖xi+1 − xi‖H2 ≤ R1�t, for all i ≥ 0. (139)

From (125), we have

1

2
ei
(

bi+1 − bi , bi+1 − bi
)

+ 1

�t
‖bi+1 − bi‖2H1 ≤ 1

2
ei
(

bi , bi
)

− 1

2
ei
(

bi+1, bi+1
)

+�i
2.

(140)

Again, using a2−b2 = 2a(a−b)−(a−b)2, with a2 = ei
(

bi , bi
)

and b2 = ei
(

bi+1, bi+1),
we get

ei
(

bi+1 − bi , bi+1 − bi
)

+ 1

�t
‖bi+1 − bi‖2H1 ≤ ei

(

bi , bi − bi+1
)

+�i
2. (141)
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Focusing on ei
(

bi , bi − bi+1), and defining the 3×3matrix Xi+1 = (|(xi+1)′|2 I − (xi+1)′

⊗(xi+1)′
)1/2

, with |Xi+1| ≤ |(xi+1)′|, we find that
ei
(

bi , bi − bi+1
)

= cr
(

(bi )′, (bi − bi+1)′
)

L2
+ ct

(

Xi+1(bi )′, Xi+1(bi − bi+1)′
)

L2

+ co
(

(xi+1)′ · bi , (xi+1)′ · (bi − bi+1)
)

L2

≤ c1/2r ‖(bi+1 − bi )′‖L2c1/2r ‖(bi )′‖L2

+ (ct/cb)
1/2‖(bi+1 − bi )′‖L2c

1/2
t ‖Xi+1(bi )′‖L2c

1/2
b ‖Xi+1‖L∞

+ (co/cb)
1/2‖bi+1 − bi‖L2c1/2o ‖(xi+1)′ · bi‖L2c

1/2
b ‖(xi+1)′‖L∞

≤ α2‖bi+1 − bi‖H1

[

c1/2r ‖(bi )′‖L2 + c1/2t ‖Xi+1(bi )′‖L2 (cb/(2C2))
1/2‖Xi+1‖L∞

+ c1/2o ‖(xi+1)′ · bi‖L2 (cb/(2C2))
1/2‖(xi+1)′‖L∞

]

,

(142)

whereα22 = max (cr, 2C2(ct/cb), 2C2(co/cb)), withC2 ≥ 1 the uniformembedding constant
for ‖x′‖2L∞ ≤ C2‖x′′‖2

L2 . The term in brackets [∗] is bounded by

[∗] ≤ 1

2
+ cr

2
‖(bi )′‖2L2 + ct

2
‖Xi+1(bi )′‖2L2 + co

2
‖(xi+1)′ · bi‖2L2 + cb

2
‖(xi+1)′′‖2L2

= 1

2
+ Er

[

xi+1, bi
]

+ Fx

(

xi+1
)

≤ 1

2
+ Er

[

xi+1, bi
]

+ cb
4

‖(xi+1)′′‖2L2 + Q0

≤ 1

2
+ 2Ei + 2�i

1 +�i
2 + 2Q0 ≤ 1

2
+ 2F0 + 2Q0 =: ˜R2,

(143)

where Er
[

xi+1, bi
] ≤ Ei +�i

1 and we used (131). Combining with (141), (142) yields

1

�t
‖bi+1 − bi‖2H1 ≤ α2‖bi+1 − bi‖H1˜R2 +�i

2

≤ �t
(α2˜R2)

2

2
+ 1

2�t
‖bi+1 − bi‖2H1 + v0M2�t

(

F0 + Q0
)

,

(144)

where we used (131). Hence, there is a uniform constant R2, such that

‖bi+1 − bi‖H1 ≤ R2�t, for all i ≥ 0. (145)

Furthermore, by (53), we obtain (57).
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