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Abstract. Recent rare-event simulations show that the large deviation principle (LDP) for stochastic problems plays an important role in both theory and simulation, for studying rare events induced by small noise. Practical challenges of applying this useful technique include minimizing the rate function numerically and incorporating the minimizer into the importance sampling scheme for the construction of efficient probability estimators. For a spatially extended system where the noise is modeled as a random field, even for simple steady state problems, many new issues are encountered in comparison to the finite dimensional models. We consider the Poisson equation subject to a Gaussian random forcing with vanishing amplitude. In contrast to the simplified rate functional given by space white noise, we consider the covariance operator of trace class such that the effects of small noise of moderate or large correlation length on rare events can be studied. We have constructed an LDP-based importance sampling estimator with a sufficient and necessary condition to guarantee the weak efficiency, where numerical approximation of the large deviation principle is also addressed. Numerical studies are presented.
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1. Introduction. During the past two decades, there has been a widespread interest in uncertainty quantification to develop stochastic models and approaches to quantitatively describe the propagation of uncertainty in complex systems. The following stochastic partial differential equation (SPDE) is a general model for spatially extended systems perturbed by the additive noise:

\begin{equation}
\delta_t u_\varepsilon(t,x) + \mathcal{L}(u_\varepsilon) = \sqrt{\varepsilon} G(t,x), \quad x \in D \subset \mathbb{R}^d,
\end{equation}

where $\mathcal{L}$ is a spatial differentiation operator, $\varepsilon$ is a small positive number and $G$ is a zero-mean Gaussian process which is white in time but is allowed to be colored in space. The distribution of $G(t,x)$ is specified by its spatio-temporal covariance. Assume $G$ is white in time; then $\mathbb{E}(G(t,x)G(t',y)) = K(x,y)\delta(t-t')$. The spatial covariance function $K$ is the kernel of the covariance operator $Q$ on a Hilbert space where $G(t)$ takes its values. The examples of (1) appear in many fields, such as the stochastic Navier–Stokes equations [26, 16, 31, 34], stochastic Cahn–Hillard equation [35], stochastic Kardar–Parisi–Zhang equation [12], etc.

We are concerned with the rare events in model (1). For this randomly perturbed system, the classic work is the Freidlin–Wentzell (F-W) large deviation principle
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(LDP) [14]. The key object of F-W LDP is the rate functional, or action functional. Assume that the time integration in model (1) is in the Itô sense. The rate functional is defined as [11]

\[ I_Q(u) = \frac{1}{2} \int_0^T \| Q^{-1/2}(\partial_t u - \mathcal{L}(u)) \|^2 dt, \]

where \( \| \cdot \| \) indicates the \( L^2 \) norm on the physical domain \( D \). Simply speaking, the main conclusion of F-W LDP is that for any Borel set \( B \), the probability \( \Pr(u_\varepsilon \in B) \) can be characterized by the minimizer of the rate functional, more specifically

\[ \lim_{\varepsilon \downarrow 0} \varepsilon \log \Pr(u_\varepsilon \in B) = - \inf_{u_\varepsilon \in B} I_Q(u_\varepsilon). \]

From the application point of view, an immediate problem is to seek the minimizer of the rate functional. The associated Euler–Lagrange (E-L) equation takes the following abstract form:

\[ (\partial_t + \mathcal{L}' \ast Q^{-1} (\partial_t + \mathcal{L})(u)) = 0, \]

where \( \mathcal{L}' \) is the first-order derivative of \( \mathcal{L} \) so that for any infinitesimal perturbation function \( \delta u \), \( \mathcal{L}(u + \delta u) \approx \mathcal{L}(u) + \mathcal{L}'(u) \delta u \). Apparently, (4) is not a classical PDE since \( Q \) is defined globally. It was shown in [5, 2] that as \( Q \) converges to an identity operator \( I \), i.e., the kernel of \( Q \) goes to a delta function, the rate functional \( I_Q \) \( \Gamma \)-converges to \( I_I \). Replacing \( Q \) with \( I \), we see that the E-L equation associated with \( I_I \) is a classical PDE. This implies that when the correlation length is small in a proper sense, we can use the minimizer of \( I_I \) to approximate the minimizer of \( I_Q \) by solving a classical PDE. However, if the correlation length is moderate or large, such a strategy cannot be used, and we need to solve (4) directly.

Another practical issue is about an accurate approximation of \( \Pr(u_\varepsilon \in B) \). From the LDP (3), we know that

\[ \Pr(u_\varepsilon \in B) \sim C e^{-\frac{I_Q(u_\varepsilon^*)}{\varepsilon}}, \]

where \( C \) is a prefactor, and \( u^* \) is the minimizer of \( I_Q \). In general, the large deviation theory only provides an estimate of the probability \( \Pr(u_\varepsilon \in B) \) in an asymptotic sense. For a finite \( \varepsilon \), the prefactor cannot be ignored, which means that we need more than large deviation theory for the computation of \( \Pr(u_\varepsilon \in B) \). An intuitive idea to incorporate the large deviation theory into the estimation of \( \Pr(u_\varepsilon \in B) \) is to construct an importance sampling scheme around the neighborhood of \( u^* \), since away from \( u^* \) the density decays exponentially. The simplest strategy to do this is to shift the mean of \( \sqrt{\varepsilon} G \) from zero to the noise profile corresponding to \( u^* \), which results in an exponential tilting estimator. Although such a straightforward strategy may not work well, as shown in [15], some remedy strategies have been developed in terms of weak efficiency [15, 4], mainly for finite-dimensional cases. For any unbiased estimator \( Z \) of \( \Pr(u_\varepsilon \in B) \), we have

\[ \lim_{\varepsilon \downarrow 0} \varepsilon \log \mathbb{E}[Z^2] \geq \lim_{\varepsilon \downarrow 0} \varepsilon \log \mathbb{E}[Z]^2 = 2 \lim_{\varepsilon \downarrow 0} \varepsilon \log \mathbb{E}[Z] = -2I_Q(u^*). \]

When the lower bound provided by the large deviation theory is reached, we say that the estimator \( Z \) is asymptotically (or weakly) efficient. Although in general the control (sub-solution) based approach developed in [8, 7] for the dynamical case insightfully
provides a connection between the large deviation theory and the weak efficiency of importance sampling, other forms of equivalent conditions for weak efficiency, which is easy to verify in practice, are always expected for specific problems arising from various applications.

In this work, we will explore the aforementioned two issues in an infinite dimensional system: the approximation of (4) for a moderate or large correlation length, and the accurate estimation of $\Pr(u_\varepsilon \in B)$. Before we describe our problem setting, we briefly discuss the related work to these two issues. First of all, the numerical algorithm of approximating the minimizer of the rate functional $I_\mathcal{Q}$ is usually under the name minimum action method (MAM) [9] when non-gradient systems are considered. Although many variants of MAM have been developed so far [27, 18, 30, 32, 16, 33], most of these methods deal with the simplified case that $\mathcal{Q} = \mathcal{I}$ to focus on the difficulties from the phase transition in time direction. Second, rare or extreme events have been discussed in [22, 21, 20] for the elliptic model $-\nabla \cdot (a(x, \omega) \nabla u) = f(x)$, where the force term is deterministic and the coefficient $a(x, \omega)$ is log-normal. The minimization of the rate functional results in a PDE-constrained optimization problem, where the optimality condition has a different form than the E-L equation (4). Third, the sufficient condition for the weak efficiency of estimator $Z$ is usually considered with respect to a stochastic ODE [8].

To focus on a PDE problem, we will simplify our problem by letting $\partial_t = 0$ and choosing $\mathcal{L} = -\Delta$. This way, the difficulties from small-noise-induced transitions are excluded and the choice of a simple Laplace operator will allow us to obtain more insights from the theoretical point of view. As for the random-event set $B$, we pick

$$B = \{ \|u_\varepsilon\| \geq C_B \} \quad \text{for some constant } C_B,$$

which consists of the random events that the $L^2$ norm of $u_\varepsilon$ exceeds a certain threshold.

We now outline our work in this paper. First of all, we derive the E-L equation for the problem proposed, which is an eigenvalue problem of operator $\Delta \mathcal{Q}^{-1} \Delta$ subject to a Navier-type boundary conditions. Compared to the SPDE (1), the differentiation order is doubled. If $\mathcal{Q} = \mathcal{I}$, the operator $\Delta \mathcal{Q}^{-1} \Delta$ becomes the biharmonic operator. Second, we replace $\mathcal{Q}$ with $\mathcal{Q}_M$, where $\mathcal{Q}_M$ is a finite-rank approximation of $\mathcal{Q}$ given by the eigenfunctions associated with the largest $M$ eigenvalues of $\mathcal{Q}$. The main question here is the convergence of eigenvalues of $\Delta (\mathcal{Q}_M|_{V_M})^{-1} \Delta$ to those of $\Delta \mathcal{Q}^{-1} \Delta$, where $\mathcal{Q}_M|_{V_M}$ indicates the restriction of $\mathcal{Q}_M$ onto its range $V_M$ such that the inverse exists. We proved that the convergence rate of the approximated eigenvalues of $\Delta (\mathcal{Q}_M|_{V_M})^{-1} \Delta$ is consistent with the decay rate of the eigenvalues of $\mathcal{Q}$ with respect to $M$. Third, we use the minimizer of the rate functional to construct an exponential tilting estimator to approximate $\Pr(u_\varepsilon \in B)$, where we obtain a sufficient and necessary condition for the weak efficiency. More specifically, we proved that the importance sampling estimator is weakly efficient if and only if the ratio between the second smallest eigenvalue of $\Delta \mathcal{Q}^{-1} \Delta$ and the smallest one is larger than 3, under the assumption that the smallest eigenvalue of $\Delta \mathcal{Q}^{-1} \Delta$ is simple. Finally, we implement numerical experiments to verify our theoretical results and explore some interesting issues such as the relation between the smallest eigenvalue of $\Delta \mathcal{Q}^{-1} \Delta$ and correlation length. We demonstrate numerically that the relative error per sample given by our estimator has an algebraic increase, in contrast to the exponential increase given by a Monte Carlo estimator as $\varepsilon \to 0$.

The recent work [24] used importance sampling to estimate the escape probability from a ball within a certain time for a linear stochastic evolution equation in infinite dimensions, which generalized the the pre-asymptotic analysis in [7]. They also
found that in their sub-solution method (after projection onto the leading mode of
the covariance operator), a spectral gap condition is required for the efficiency of the
importance sampling scheme. By considering a simple static problem, we avoid the
difficulties from path sampling such that we are able to derive a sufficient and neces-
sary condition for weak efficiency with respect to any prescribed covariance operator,
while in [24] the covariance operator is defined on the eigensapce of the Laplacian for
the convenience of analysis. Although we cannot directly compare the two spectral
gap conditions yet, we believe that both discoveries show the intrinsic connection
between certain spectral gaps and the rare-event conditional distribution. Our work
and [24] both confirmed the challenges of efficient rare-event simulations in infinite
dimensions, even for simple linear problems.

Our paper is organized as follows. The problem setting is described in section 2.
In section 3, we construct an LDP-based importance sampling scheme along with a
sufficient and necessary condition for the weak efficiency of the estimator. In section
4, we approximate the Euler–Lagrange equation associated with the rate functional
by replacing the covariance operator with its finite-rank approximation. The fully
discretized problem is given in section 5. Numerical results have been included in
section 6, which is followed by a summary section.

2. Problem setting. We consider the following stochastic elliptic problem on
a convex physical domain $D \subset \mathbb{R}^2$ with Lipschitzian boundary $\partial D$:

$$
\begin{align*}
-\Delta u_\varepsilon(x) &= \sqrt{\varepsilon} G(x), & x \in D, \\
u_\varepsilon(x) &= 0, & x \in \partial D,
\end{align*}
$$

where $\varepsilon$ is a small positive number, and $G(x)$ is a Gaussian field on the Hilbert
space $L^2(D)$. The covariance operator $Q$ of $G$ is nondegenerate, i.e., the null space
$N(Q) = \{0\}$. We also assume that $Q$ is of trace class, positive, and self-adjoint. We
consider the probability of the following random event:

$$
B = \{u_\varepsilon(x) \parallel u_\varepsilon \parallel \geq C_B\},
$$

where $0 < C_B < \infty$ is constant, and $\parallel \cdot \parallel$ indicates the $L^2$ norm on $D$.

3. Estimation of $\Pr(u_\varepsilon \in B)$. In this section, we construct an importance
sampling scheme based on the results from the theory of large deviations.

3.1. Large deviation principle. Let $G_\varepsilon = \sqrt{\varepsilon} G(x)$. For the scaled Gaussian
random field $G_\varepsilon$, we have the following good rate functional [23]:

$$
I_Q(\phi) = \frac{1}{2} \left\|Q^{-1/2}\phi\right\|^2 = \frac{1}{2} \left\langle Q^{-1/2}\phi, Q^{-1/2}\phi \right\rangle, \quad \phi \in L^2(D),
$$

where we set $I_Q(\phi) = +\infty$ if $Q^{-1/2}\phi$ cannot be defined, and $\langle \cdot, \cdot \rangle$ indicates the inner
product on $L^2(D)$. More precisely, $I_Q(\phi)$ is defined on the Cameron–Martin space
$H_Q = Q^{1/2}L^2(D)$, i.e., the image of $Q^{1/2}$ acting on $L^2(D)$. Let $H_0^1(D)$ consist of
functions in $H^1(D)$ which vanish on the boundary $\partial D$. Let $\Delta^{-1} : L^2(D) \mapsto H_0^1(D)$
be the inverse of the Laplacian, which is continuous. According to the contraction
principle [6], we know that $u_\varepsilon$ has a good rate functional:

$$
S(u) = \inf_{\phi \in L^2(D); u = -\Delta^{-1}\phi} \frac{1}{2} \left\|Q^{-1/2}\phi\right\|^2.
$$
When the domain boundary is good enough, e.g., Lipschitzian and convex \cite{10}, we have \( u_\varepsilon \in H^2(D) \) almost surely. We can then rewrite the above rate functional as

\[
S(u) = \begin{cases} 
\frac{1}{2} \|Q^{-1/2} \Delta u\|_\infty^2 & \text{if } u \in H^1_0(D) \cap H^2(D) \text{ and } \Delta u \in \mathcal{H}_Q, \\
\infty & \text{otherwise.}
\end{cases}
\]

Using the LDP for \( u_\varepsilon \), we have an estimate of \( \Pr(u_\varepsilon \in B) \) as

\[
\lim_{\varepsilon \to 0} \varepsilon \ln \Pr(u_\varepsilon \in B) = - \inf_{u \in B} S(u) = -S(u^*),
\]

where \( u^* \) is the minimizer of \( S(u) \) in \( B \). In other words, when \( \varepsilon \) is small, we have

\[
\Pr(u_\varepsilon \in B) \approx Ce^{-\frac{S(u^*)}{\varepsilon}},
\]

where \( C \) is a prefactor. To capture the effect of the prefactor \( C \), we can consider importance sampling (IS) by using the asymptotic result (11) for the change of measure \cite{4}. We then need to address two issues: (1) solving the optimization problem in equation (11), and (2) checking the effectiveness of the LDP-based IS estimator.

**Remark 3.1.** In general, the attainability of the infimum in (11) on a admissible set is of theoretical importance. For our problem, we expect that \( u^* \) is located in the admissible set \( \{ u \| u \in H^1_0(D) \cap H^2(D), u \in B \} \) since \( \mathcal{H}_Q \) is dense in \( L^2(D) \) and \( B \) is closed. Indeed, this fact can be established by the weakly lower-semicontinuity of \( S(u) \) with respect to the norm \( \|Q^{-1/2} \Delta \cdot\| \) \cite{10, 14}.

### 3.2. The eigenvalue problem for minimizing the rate functional

We now address the optimization problem defined by LDP:

**Theorem 3.2.** The minimizers of \( S(u) \) in (11) satisfy the following eigenvalue problem:

\[
\Delta Q^{-1} \Delta u = \lambda u
\]

subject to Navier-type boundary conditions, \( u|_{\partial D} = (Q^{-1} \Delta u)|_{\partial D} = 0 \). The minimum of the rate functional is \( S(u^*) = \frac{1}{2} \lambda_{\text{min}} C_B^2 \), where \( \lambda_{\text{min}} \) is the minimum eigenvalue of the problem (13), and \( u^* \) is the corresponding eigenfunction with \( \|u^*\| = C_B \).

**Proof.** By the definition of \( Q \), we can rewrite the rate functional \( S(u) \) as \( S(u) = \frac{1}{2} \langle \Delta u, Q^{-1} \Delta u \rangle \). It is easy to see that the minimum of \( S(u) \) on \( B \) must be achieved at the boundary of \( B \). Define the Lagrangian

\[
\mathcal{L}(u, \lambda) = \frac{1}{2} \langle Q^{-1} \Delta u, \Delta u \rangle - \frac{\lambda}{2} \langle (u, u) - C_B^2 \rangle,
\]

where \( \lambda/2 \) is the Lagrange multiplier. The first-order variation of \( \mathcal{L} \) in terms of \( u \) is

\[
\delta \mathcal{L} = \langle \Delta Q^{-1} \Delta u, \delta u \rangle + \langle Q^{-1} \Delta u, \partial_n u \rangle_{\partial D} - \langle \partial_n (Q^{-1} \Delta u), \delta u \rangle_{\partial D} - \lambda \langle u, \delta u \rangle.
\]

Letting \( \delta u|_{\partial D} = 0 \) and \( (Q^{-1} \Delta u)|_{\partial D} = 0 \), we obtain (13). From the duality feasibility \( \lambda \geq 0 \) and the complementarity condition \( \lambda \langle (u, u) - C_B^2 \rangle = 0 \), we have

\[
S(u^*) = \frac{1}{2} \langle Q^{-1} \Delta u^*, \Delta u^* \rangle = \frac{1}{2} \langle \Delta Q^{-1} \Delta u^*, u^* \rangle = \frac{\lambda}{2} \langle u^*, u^* \rangle \geq \frac{1}{2} \lambda_{\text{min}} C_B^2.
\]

To verify that \( u^* \) is indeed a local minimizer, we can look at the second-order variation

\[
2 \delta^2 \mathcal{L} = \langle \Delta \delta u, Q^{-1} \Delta \delta u \rangle - \lambda \langle \delta u, \delta u \rangle.
\]
The sign of $\delta^2 \mathcal{L}$ depends on $\lambda$. If $\lambda > \lambda_{\min}$, $\delta^2 \mathcal{L}$ can be either positive or negative. This implies that only $\lambda_{\min}$ corresponds to a local minimizer $u^*$. Due to the definition of $B$, we note that $-u^*$ is also a minimizer.

To deal with the boundary conditions $(Q^{-1} \Delta u)|_{\partial D} = 0$, we define a new variable $v = Q^{-1} \Delta u$, and consider a mixed formulation of (13) [3]: Seek $(v, u) \in H^1_0(D) \times H_0^1(D)$, $(v, u) \neq 0$, such that

$$
\Delta u = Qv, \quad \Delta v = \lambda u,
$$

subject to the Dirichlet boundary conditions $u|_{\partial D} = v|_{\partial D} = 0$. We include a simple estimate of the lower bound of $\lambda_{\min}$ and will address the numerical approximation of (15) in section 4.

**Property 3.3.** The minimum eigenvalue $\lambda_{\min}$ of problem (13) can be bounded from below by

$$
\lambda_{\min} \geq \lambda_{Q,1}^{-1} \hat{\lambda}_{\min},
$$

where $\hat{\lambda}_{\min}$ is the minimum eigenvalue of a biharmonic eigenvalue problem: $\Delta^2 u = \hat{\lambda}u$, subject to Navier boundary conditions: $u|_{\partial D} = \Delta u|_{\partial D} = 0$. If $D$ is a square $[0, L]^2$, $\lambda_{\min} \geq 4\pi^4 \lambda_{Q,1}^{-1}/L^4$.

**Proof.** Note that

$$
\lambda_{\min} = \min_{u \in H^2(D) \cap H_0^1(D), \|u\| = 1} \langle \Delta u, Q^{-1} \Delta u \rangle \geq \lambda_{Q,1}^{-1} \min_{u \in H^2(D) \cap H_0^1(D), \|u\| = 1} \langle \Delta u, \Delta u \rangle.
$$

The minimum on the right-hand side can be given by the eigenvalue problem $\Delta^2 u = \hat{\lambda}u$ subject to Navier boundary conditions $u|_{\partial D} = \Delta u|_{\partial D} = 0$. On convex domains, we know that $\hat{\lambda}$ will be just squares of the eigenvalues of the Laplace operator with the homogeneous Dirichlet boundary condition. On a unit square, $\hat{\lambda}_{\min} = 4\pi^4$.

Since the behavior of $\lambda_{\min}$ is closely related to $\lambda_{Q,1}$, we also include a general property of $\lambda_{Q,1}$:

**Property 3.4.** Assume that the covariance kernel of $Q$ is in the form of

$$
K(x, y) = \frac{1}{l_c^d} \rho \left( \frac{x - y}{l_c} \right) \quad \forall x, y \in \mathbb{R}^d
$$

for some nonnegative function $\rho$ satisfying $\int_{\mathbb{R}^d} \rho(x) dx = 1$. Then the maximal eigenvalue of $Q$ associated with any bounded domain $D \subset \mathbb{R}^d$ for any $l_c > 0$ is strictly less than 1, i.e.,

$$
\lambda_{Q,1} = \max_{\|v\| = 1} \langle v, Qv \rangle < 1.
$$

**Proof.** For any $v(y) \in L^2(D)$ with $\|v\| = 1$, we extend it to $\mathbb{R}^d$ by letting $v(y) = 0$ if $y \notin D$. Using the Cauchy–Schwarz inequality, we have

$$
|Qv| \leq \int_{\mathbb{R}^d} K(x, y) |v(y)| dy = \frac{1}{l_c^d} \int_{\mathbb{R}^d} \rho \left( \frac{x - y}{l_c} \right) |v(y)| dy = \int_{\mathbb{R}^d} \rho(z) |v|(x - l_c z) dz < \left( \int_{\mathbb{R}^d} \rho(z) dz \right)^{1/2} \left( \int_{\mathbb{R}^d} \rho(z) v^2(x - l_c z) dz \right)^{1/2} = \left( \int_{\mathbb{R}^d} \rho(z) v^2(x - l_c z) dz \right)^{1/2},
$$
where the strict inequality is due to the fact that the domain $D$ is finite. Then

$$\|Qv\|^2 < \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \rho(z) v^2(x - l, z) dxdz = \int_{\mathbb{R}^d} \rho(z) \int_{\mathbb{R}^d} v^2(x - l, z) dxdz = \|v\|^2.$$  

We then have $\langle v, Qv \rangle < \|v\| \|Qv\| \leq \|v\|^2$, which yields the conclusion. □

**Remark 3.5.** As we mentioned earlier, an important idealized case is white noise, which corresponds to $Q$ being an identity operator $I$; then (13) becomes the eigenvalue problem for the biharmonic operator $\Delta^2$ [17]. Note that $I$ is not of trace class. When $Q$ is of trace class with a finite correlation length, one can show that as $Q$ goes to $I$, i.e., the correlation length tends to zero, the rate functional $\|Q^{-1/2} \Delta u\|^2$ $\Gamma$-converges to $\|\Delta u\|^2$ [5, 2], where the minimizers of the rate functional converge correspondingly.

In the other extreme case, when the correlation length tends to infinity, the random function $G(x)$ tends to a random constant, and the kernel of $Q$ is simply a constant.

### 3.3. The importance sampling problem.

Let

$$\gamma := \Pr(u_\varepsilon \in B) = \mathbb{E}[1_B(G_\varepsilon)] = \int 1_B(\psi) P_0(d\psi),$$

where $1_B$ is the indicator function, the Gaussian measure $P_0$ is the law of $G_\varepsilon$ with zero mean and covariance operator $\varepsilon Q$. The Monte Carlo estimator is defined as

$$\hat{P}_{MC} = \frac{1}{N_{MC}} \sum_{i=1}^{N_{MC}} 1_B(G_\varepsilon^{(i)}),$$

where $N_{MC}$ is the number of samples and the superscript of $G_\varepsilon^{(i)}$ indicates the index of the samples. The relative error of this estimator is

$$\frac{\text{Var}^{1/2}\left(\hat{P}_{MC}\right)}{\gamma} = \frac{1}{\sqrt{N_{MC}}} \left(1 - \frac{\gamma}{\gamma}\right)^{1/2} \sim (\gamma N_{MC})^{-1/2}. $$

If the relative error is $O(1)$, we have $N_{MC} \sim \gamma^{-1}$. Since $\gamma$ decreases exponentially as $\varepsilon \to 0$, $N_{MC}$ must increase exponentially, which makes the brute-force Monte Carlo method prohibitively expensive.

To reduce the variance, one typical method is the importance sampling (IS). We look for a new Gaussian measure $P_\phi$, where the covariance operator $\varepsilon Q$ remains unchanged but the mean is shifted to a function $\phi$. This results in an IS estimator of exponential tilting type

$$\hat{P}_{IS} = \frac{1}{N_{MC}} \sum_{i=1}^{N_{MC}} Z_\phi \left(\tilde{G}_\varepsilon^{(i)}\right) \text{ with } Z_\phi(\cdot) = 1_B(\cdot) \frac{dP_0}{dP_\phi}(\cdot),$$

where $\tilde{G}_\varepsilon^{(i)}$ are generated according to $P_\phi$ and $dP_0/dP_\phi$ is the Radon–Nikodym derivative:

$$\frac{dP_0}{dP_\phi}(\psi) = \exp \left(-\frac{1}{\varepsilon} \langle \phi, Q^{-1} \psi \rangle + \frac{1}{2\varepsilon} \langle \phi, Q^{-1} \phi \rangle \right).$$
To find a good alternative measure \( \mathbb{P}_\phi \), we need to minimize the variance of the unbiased estimator \( Z_\phi \). Since \( \mathbb{E}_\phi \left[ Z_\phi^2 \right] \geq \mathbb{E}_\phi \left[ Z_\phi \right]^2 = \mathbb{E} [1_B]^2 \), after taking logarithm on both sides, we have from the LDP that

\[
\lim_{\varepsilon \downarrow 0} \varepsilon \log \mathbb{E}_\phi \left[ Z_\phi^2 \right] \geq 2 \lim_{\varepsilon \downarrow 0} \varepsilon \log \mathbb{E} [1_B] = -2S(u^*).
\]

If the lower bound in (23) is reached, we say the estimator \( Z_\phi \) is asymptotically (or weakly) efficient. The LDP suggests that one could use the “optimal” one \( \phi^* \) given by the minimizer \( u^* \) to construct \( \mathbb{P}_\phi \). However, many recent works show that this choice can be dangerous (especially when \( S \) has multiple local minimizers), since in some cases (22) may lead to an infinite variance as \( \varepsilon \to 0 \) (cf. [15]).

We subsequently present an IS estimator for \( \Pr(u_\varepsilon \in B) \) and rigorously prove its weak efficiency under some appropriate conditions. Due to symmetry, we split \( B \) into two disjoint sets \( B = B_+ \cup B_- \) and deal with the two subsets separately, where

\[
B_+ = \{ u_\varepsilon(x) | u_\varepsilon \in B, \langle u_\varepsilon, u^* \rangle \geq 0 \} \quad \text{and} \quad B_- = \{ u_\varepsilon(x) | u_\varepsilon \in B, \langle u_\varepsilon, u^* \rangle \leq 0 \}.
\]

We assume that the eigenvalues of the problem (13) are denoted by

\[ \lambda_{\min} = \lambda_1 < \lambda_2 \leq \lambda_3 \leq \cdots, \]

with the smallest eigenvalue \( \lambda_{\min} \) being simple. Then within \( B_+ \), \( u^* \) is the unique minimizer of \( S(u) \), and within \( B_- \), \( -u^* \) is the unique minimizer. Using \( \phi^* = \pm \Delta u \) and (21), we define the following two LDP-based IS estimators for \( \Pr(u_\varepsilon \in B_+) \) and \( \Pr(u_\varepsilon \in B_-) \), respectively:

\[
Z_{\phi^*} = 1_{B_+} \frac{d\mathbb{P}_0}{d\mathbb{P}_{\phi^*=\Delta u^*}} \quad \text{and} \quad Z_{-\phi^*} = 1_{B_-} \frac{d\mathbb{P}_0}{d\mathbb{P}_{\phi^*=\Delta u^*}}.
\]

The estimator for \( \Pr(u_\varepsilon \in B) \) is then defined as [15]

\[
Z_{\phi^*} + Z_{-\phi^*},
\]

where \( Z_{\phi^*} \) and \( Z_{-\phi^*} \) are sampled independently.

Due to symmetry, we only need to focus on \( Z_{\phi^*} \) for \( \Pr(u_\varepsilon \in B_+) \). The analysis for \( \Pr(B_-) \) is exactly the same. A sufficient and necessary condition for the weak efficiency of \( Z_{\phi^*} \) is given in the following theorem:

**Theorem 3.6.** Let \( \phi^* = -\Delta u^* \). Assume that the smallest eigenvalue of equation (13) is simple. Then \( Z_{\phi^*} \) is asymptotically efficient for estimating \( \Pr(u_\varepsilon \in B_+) \) if and only if \( \lambda_2 \geq 3\lambda_{\min} \), where \( \lambda_2 \) is the second smallest eigenvalue of (13).

The proof of this theorem is split into the following two lemmas.

**Lemma 3.7.** The following two conditions are equivalent:

\[
\lim_{\varepsilon \downarrow 0} \varepsilon \log \mathbb{E}_{\phi^*} \left[ Z_{\phi^*} \right] = -2S(u^*) \iff \lim_{\varepsilon \downarrow 0} \varepsilon \log \mathbb{E}_{-\phi^*} \left[ 1_{B_+} \right] = -4S(u^*).
\]

**Proof.** Using (22), we have

\[
\mathbb{E}_{\phi^*} \left[ Z_{\phi^*} \right] = \int_{B_+} Z_{\phi^*}(\psi) \mathbb{P}_{\phi^*}(d\psi) = \int_{B_+} \frac{d\mathbb{P}_0}{d\mathbb{P}_{\phi^*}} \mathbb{P}_0(d\psi) = \int_{B_+} \frac{d\mathbb{P}_0}{d\mathbb{P}_{\phi^*}} \frac{d\mathbb{P}_0}{d\mathbb{P}_{-\phi^*}} \mathbb{P}_{-\phi^*}(d\psi) = \int_{B_+} \exp \left( \frac{1}{\varepsilon} \langle \phi^*, Q^{-1} \phi^* \rangle \right) \mathbb{P}_{-\phi^*}(d\psi)
\]

\[
= \exp \left( \frac{1}{\varepsilon} \langle \Delta u^*, Q^{-1} \Delta u^* \rangle \right) \mathbb{E}_{-\phi^*} \left[ 1_{B_+} \right].
\]
which yields that
\[ \lim_{\varepsilon \downarrow 0} \varepsilon \log E_{\phi^*} \left[ Z_{\phi^*}^2 \right] = 2S(u^*) + \lim_{\varepsilon \downarrow 0} \varepsilon \log E_{-\phi^*} \left[ 1_{B_+} \right]. \]

By the definition of weak efficiency, we reach the conclusion. \( \square \)

Another lemma is needed for the asymptotic estimate of \( E_{-\phi^*} [1_{B_+}] \):

**Lemma 3.8.** We have that
\[ \min_{u \in B_+} \left[ \hat{S}(u) = \frac{1}{2} \langle \Delta (u + u^*) , Q^{-1} \Delta (u + u^*) \rangle \right] = 4S(u^*) \]
if and only if \( \lambda_2 \geq 3\lambda_{\text{min}} \).

**Proof.** We introduce Lagrangian multipliers \( \lambda_a/2 \) and \( \lambda_b \), respectively, for the two inequality constraints of \( B_+ \), i.e., \( \|u\| \geq C_B \) and \( \langle u, u^* \rangle \geq 0 \), and consider the Lagrangian
\[ L(u) = \frac{1}{2} \langle \Delta (u + u^*) , Q^{-1} \Delta (u + u^*) \rangle - \frac{\lambda_a}{2} \langle u - C_B \rangle - \lambda_b \langle u, u^* \rangle, \]
whose Euler–Lagrange equation is
\[ \Delta Q^{-1} \Delta (u + u^*) - \lambda_a u - \lambda_b u^* = 0, \]
with the same boundary conditions as those for (13). Then the Karush–Kuhn–Tucker (KKT) conditions for optimality include the first-order condition (28), dual feasibility \( \lambda_a \geq 0, \lambda_b \geq 0, \) and the complementary slackness \( \lambda_a (\|u\| - C_B) = \lambda_b \langle u, u^* \rangle = 0. \)

\( \hat{S} \) is quadratic in terms of \( u \). The optimal point does not lie in the interior of \( B_+ \), but on its boundary. So either \( \lambda_a \neq 0 \) if the optimal solution satisfies \( \|u\| = C_B \) or \( \lambda_b \neq 0 \) if the optimal solution satisfies \( \langle u, u^* \rangle = 0 \). It is not possible that both are zeros. Before we look into the KKT conditions, we simplify \( \hat{S}(u) \) first by writing
\[ u = qu^* + \tilde{u}, \]
where \( \tilde{u} \) satisfies \( \langle \tilde{u}, u^* \rangle = 0. \) Since \( u \in B_+ \), then \( q \geq 0. \) The E-L equation (28) can be rewritten as
\[ \Delta Q^{-1} \Delta \tilde{u} - \lambda_a \tilde{u} + (\lambda_{\text{min}} (q + 1) - \lambda_a q - \lambda_b) u^* = 0. \]

It is known that the orthogonal conditions holds for two eigenfunctions of (13) corresponding to distinct eigenvalues. Taking the inner product of (29) with \( u^* \) and using the assumption that \( \lambda_{\text{min}} \) is simple, after applying integration by parts for the first term, we have
\[ (\lambda_{\text{min}} (q + 1) - \lambda_a q - \lambda_b) \langle u^* , u^* \rangle = 0, \]
which implies that the E-L equation (28) is equivalent to the system
\[ \begin{cases} \Delta Q^{-1} \Delta \tilde{u} - \lambda_a \tilde{u} = 0, \\ \lambda_{\text{min}} (q + 1) - \lambda_a q - \lambda_b = 0, \end{cases} \]
where \( \tilde{u} \) satisfies the Navier-type boundary conditions as \( u \) and \( u^* \). So if \( \tilde{u} \) is nonzero, it is also one of the eigenfunctions of \( \Delta Q^{-1} \Delta \) and its eigenvalue \( \lambda_a \) is strictly larger than the smallest one \( \lambda_{\text{min}} \) (i.e., \( \lambda_a \geq \lambda_2 \)) since \( \lambda_{\text{min}} \) is simple. In addition, if \( \lambda_a = 0, \) \( \tilde{u} = 0 \) is the unique solution of \( \Delta Q^{-1} \Delta \tilde{u} = 0. \)
For the constraints, we have by definition

\[ \langle u, u \rangle = q^2 \langle u^+, u^+ \rangle + \langle \tilde{u}, \tilde{u} \rangle = q^2 C_B^2 + \langle \tilde{u}, \tilde{u} \rangle, \]

\[ \langle u, u^+ \rangle = q \langle u^+, u^+ \rangle = q C_B^2. \]

If \( u \in B_+ \) if and only if \( q \geq 0 \) and \( \langle \tilde{u}, \tilde{u} \rangle \geq (1 - q^2) C_B^2 \). The minimization over \( u \) is equivalent to the minimization over \( q \) and \( \tilde{u} \). The complementary slackness condition becomes

\[ \langle \tilde{u}, \tilde{u} \rangle - (1 - q^2) C_B^2 \lambda_a = q \lambda_b = 0. \]

The functional \( \hat{S} \) can be rewritten as

\[ \hat{S}(u) = \frac{1}{2} \left\langle \Delta (\tilde{u} + (q + 1) u^+), Q^{-1} \Delta (\tilde{u} + (q + 1) u^+) \right\rangle \]

\[ = \frac{1}{2} \left( \lambda_a \langle \tilde{u}, \tilde{u} \rangle + \lambda_{\text{min}} (q + 1)^2 C_B^2 \right). \]

We now start to analyze two possible cases when the KKT conditions hold.

**Case I:** \( \lambda_b = 0 \). This means \( \langle u, u^+ \rangle > 0 \) and the constraint \( \|u\| = C_B \) has to be active \( (\lambda_a > 0) \). By (31), we know \( q \) is strictly positive. From the second equation of (30) and \( \lambda_b = 0 \) in this case, we obtain that

\[ \lambda_a = \lambda_{\text{min}} (1 + 1/q). \]

Then additionally with (32) and noting that \( \langle \tilde{u}, \tilde{u} \rangle \) is equal to \( (1 - q^2) C_B^2 \), we have

\[ \hat{S}(u) = \frac{1}{2} \left( \lambda_{\text{min}} (1 + 1/q) (1 - q^2) C_B^2 + \lambda_{\text{min}} (q + 1)^2 C_B^2 \right) \]

\[ = \frac{2 + q + 1/q}{2} \lambda_{\text{min}} C_B^2 \geq 2 \lambda_{\text{min}} C_B^2 = 4 S(u^+). \]

The equality holds at the optimal \( q = 1 \), which implies \( \lambda_a = 2 \lambda_{\text{min}} \) and \( \tilde{u} = 0 \). So, the minimizer of \( \hat{S} \) is also \( u^+ \), the minimizer of \( S \).

**Case II:** \( \lambda_b \neq 0 \). The constraint \( \langle u, u^+ \rangle = 0 \) is active now, and \( q = 0 \). Then \( u = \tilde{u} \). Notice that \( \lambda_a \neq 0 \) is also true in this case; otherwise, \( \tilde{u} = 0 \) by (30) and it follows that \( u \) is zero too, which does not satisfy the constraint \( \|u\| \geq C_B \). Nonzero \( \lambda_a \) then means \( \|u\| = C_B \). Then

\[ \hat{S}(u) = \frac{1}{2} \left( \lambda_a \langle \tilde{u}, \tilde{u} \rangle + \lambda_{\text{min}} C_B^2 \right) = \frac{1}{2} \left( \lambda_a \langle u, u \rangle + \lambda_{\text{min}} C_B^2 \right) \]

\[ = \frac{1}{2} C_B^2 (\lambda_{\text{min}} + \lambda_a) \geq \frac{1}{2} C_B^2 (\lambda_{\text{min}} + \lambda_2), \]

where we used the fact that the smallest possible value of \( \lambda_a \) is \( \lambda_2 \). In this case, the optimal \( u \) for \( \hat{S} \) is the eigenfunction of \( \Delta Q^{-1} \Delta \) corresponding to the second smallest eigenvalue \( \lambda_2 \).

Now combining cases I and II, we know that the true minimum is eventually determined by the competition of the above two cases as follows:

\[ \min_{u \in B_+} \hat{S}(u) = \min \left\{ 4 S(u^+) = 2 \lambda_{\text{min}} C_B^2, \frac{1}{2} C_B^2 (\lambda_{\text{min}} + \lambda_2) \right\}. \]

Therefore, the condition (27) holds if and only if

\[ \frac{1}{2} C_B^2 (\lambda_{\text{min}} + \lambda_2) \geq 2 \lambda_{\text{min}} C_B^2, \]

which is equivalent to \( \lambda_2 \geq 3 \lambda_{\text{min}} \).
We are now ready to prove Theorem 3.6:

Proof. First of all, $Z_{\phi^*}$ is unbiased:

$$E_{\phi^*}[Z_{\phi^*}] = \int_{B_+} 1_{B_+} \frac{dP_0}{dP_{\phi^*}} \frac{dP_{\phi^*}}{dP_0}(d\psi) = \int_{B_+} 1_{B_+} dP_0(d\psi) = E[1_{B_+}].$$

From Lemma 3.7, we need to estimate $E_{-\phi^*}[1_{B_+}]$, which can be done by the large deviation principle. Shifting the mean of $G_\varepsilon$ to $-\phi^*$, we have

$$-\Delta \hat{u}_\varepsilon = -\phi^* + G_\varepsilon \Rightarrow -\Delta (\hat{u}_\varepsilon + u^*) = G_\varepsilon.$$

From the contraction principle, we know that $\hat{u}_\varepsilon$ has a good rate functional $\hat{S}(u)$ defined in (27). The conclusion follows Lemma 3.7 and 3.8.

Remark 3.9. In many cases where the simple exponential tilting scheme fails, the reason usually is the existence of multiple local minimizers of the rate function (see [8] for the first work to solve this issue based on the control theory). Here we point out one simple case in which, although the minimizer on $B_+$ is unique, one may still run into the risk of losing the weak efficiency, which is consistent with the observation in [15] for a finite-dimensional case. One sufficient condition given in Chapter 5.2 of [4] to obtain weak efficiency is the so called dominating point, which requires that the set is completely located on one side of a hyperplane tangent to the level set of rate function at the minimizer. Obviously, this sufficient condition is too strong for the set $B_+$ here. From the proof of Lemma 3.8, we have if $\lambda_2 < 3\lambda_{\min}$ that the relative error per sample of the IS estimator is

$$\frac{\text{Var}^{1/2}(\hat{P}_\text{IS})}{\gamma} \sqrt{N_{MC}} = \left( \frac{E_{\phi^*}[Z_{\phi^*}^2] - \gamma^2}{\gamma^2} \right)^{1/2} \approx \frac{E_{\phi^*}[Z_{\phi^*}^2]}{\gamma} \sim e^{-3\lambda_{\min}/2 \hat{S}(u^*)},$$

which increases exponentially as $\varepsilon \to 0$.

4. Approximate $\mathcal{Q}$ by a finite-rank approximation $\mathcal{Q}_M$. When estimating $\Pr(u_\varepsilon \in B)$, the Gaussian field $G_\varepsilon(x)$ needs to be sampled, implying that $\mathcal{Q}$ must be approximated. In this work, we employ the Karhunen–Loéve (K-L) expansion to approximate $G$:

$$(33) \quad G(x) \approx G_M(x) = \sum_{i=1}^{M} \sqrt{\lambda_{Q,i}} e_{Q,i}(x) \xi_i,$$

where $\xi_i$ are i.i.d. normal random variables, and $\{(\lambda_{Q,i}, e_{Q,i}(x))\}_{i=1}^{\infty}$ the eigenpairs of $\mathcal{Q}$ with $\lambda_{Q,1} \geq \lambda_{Q,2} \geq \cdots > 0$. The K-L expansion is given by an eigenvalue problem associated with the kernel $K$ of $\mathcal{Q}$:

$$(34) \quad \mathcal{Q}v = \int_D K(x,y)v(y)dy = \lambda_{Q}v(x),$$

where $K(x,y) = \mathbb{E}[G(x)G(y)]$ is the covariance matrix [19]. The finite-rank approximation of $\mathcal{Q}$ is

$$(35) \quad \mathcal{Q} \approx \mathcal{Q}_M = \sum_{i=1}^{M} \lambda_{Q,i} \langle \cdot, e_{Q,i} \rangle e_{Q,i}. $$
The variational formulation of (15) is to find \((v, u) \in H^1_0(D) \times H^1_0(D), (v, u) \neq (0, 0)\), such that

\[
\begin{aligned}
\langle Qv, w \rangle + \langle \nabla w, \nabla u \rangle &= 0 \quad \forall w \in H^1_0(D), \\
\langle \nabla v, \nabla \tilde{w} \rangle &= -\lambda \langle u, \tilde{w} \rangle \quad \forall \tilde{w} \in H^1_0(D).
\end{aligned}
\]

Replacing \(Q\) with \(Q_M\), we have the semidiscrete version of (36): Find \((\tilde{v}, \tilde{u}) \in H^1_0(D) \times H^1_0(D), (\tilde{v}, \tilde{u}) \neq (0, 0)\), such that

\[
\begin{aligned}
\langle Q_M\tilde{v}, w \rangle + \langle \nabla w, \nabla \tilde{u} \rangle &= 0 \quad \forall w \in H^1_0(D), \\
\langle \nabla \tilde{v}, \nabla \tilde{w} \rangle &= -\lambda_M \langle \tilde{u}, \tilde{w} \rangle \quad \forall \tilde{w} \in H^1_0(D).
\end{aligned}
\]

**Lemma 4.1.** Problem (37) has \(M\) eigenvalues, which are all positive.

**Proof.** We look at the problem from the point of view of spectral approximation theory. We start from the source problem associated with (37): For \(g \in L^2(D)\), find \((\tilde{v}, \tilde{u}) \in H^1_0(D) \times H^1_0(D)\) such that

\[
\begin{aligned}
A_M(\tilde{v}, w) + B(w, \tilde{u}) &= 0 \quad \forall w \in H^1_0(D), \\
B(\tilde{v}, \tilde{w}) &= -\langle g, \tilde{w} \rangle \quad \forall \tilde{w} \in H^1_0(D),
\end{aligned}
\]

where we define two continuous symmetric bilinear forms, \(A_M(v, w) = \langle Q_Mv, w \rangle\) and \(B(v, w) = \langle \nabla v, \nabla w \rangle\). It is seen that (38) is uniquely solvable for any \(g \in L^2(D)\) because \(\tilde{v}\) and \(\tilde{u}\) are solutions of two decoupled elliptic equations subject to homogeneous Dirichlet boundary conditions. We then introduce the component solution operator \(S : L^2(D) \to H^1_0(D), Sg = \tilde{v}\) such that \(B(Sg, \tilde{w}) = -\langle g, \tilde{w} \rangle\) for any \(\tilde{w} \in H^1_0(D)\), and the solution operator \(T_M : L^2(D) \to L^2(D), T_Mg = \tilde{u}\), where

\[
|Sg|_{H^1_0(D)} \leq C_D||g||,
\]

with \(C_D\) being the Poincaré constant, i.e., \(S\) is bounded.

First of all, all eigenvalues of (37) are positive. Letting \(w = \tilde{v}\) and \(\tilde{w} = \tilde{u}\) in (37), then we have

\[
A_M(\tilde{v}, \tilde{v}) = \langle Q_M\tilde{v}, \tilde{v} \rangle = \lambda_M \langle \tilde{u}, \tilde{u} \rangle.
\]

Since \(A_M(\tilde{v}, \tilde{v}) \geq 0\), we have \(\lambda_M \geq 0\). We need to pay attention to the case that \(A_M(\tilde{v}, \tilde{v}) = 0\), since \(Q_M\) is of finite rank. Let \(V_M = \text{span}\{e_i\}_{i=1}^M\) and write \(\tilde{v} = P_M\tilde{v} + (I - P_M)\tilde{v}\), where \(P_M\) indicates a projection onto \(V_M\). We then have that

\[
A_M(\tilde{v}, \tilde{v}) = A_M(P_M\tilde{v}, P_M\tilde{v}) = 0,
\]

implying that \(P_M\tilde{v} = 0\), i.e., \(\tilde{v} \perp V_M\) and \(Q_M\tilde{v} = 0\). However, if \(Q_M\tilde{v} = 0\), then by the first equation of (37) we have \(\tilde{u} = 0\) since \(\Delta \tilde{u} = 0\) and \(\tilde{u} \in H^1_0(D)\), which further implies that \(\tilde{v} = 0\) by the second equation of (37). Thus, the condition \(A_M(\tilde{v}, \tilde{v}) = 0\) will lead to the contradiction that \(\langle \tilde{u}, \tilde{v} \rangle = 0\). Consequently, we proved that \(A_M(\tilde{v}, \tilde{v}) > 0\) for any nonzero \(\tilde{v}\), i.e., \(\lambda_M > 0\).

Second, the eigenpairs of (37) can be characterized by \(T_M\). We can think of the eigenvalue problem (37) as a source problem with \(g = \lambda_M\tilde{u}\). In other words, if \((\lambda_M, (\tilde{v}, \tilde{u}))\) is an eigenpair of (37), then \(T_M(\lambda_M\tilde{u}) = \tilde{u}\). On the other hand, the source problem with \(T_M(\lambda_M\tilde{u}) = \tilde{u}\) and \(\tilde{u} \neq 0\) corresponds to an eigenvalue problem, since there exists a \(S(\lambda_M\tilde{u}) = \tilde{v} \in H^1_0(D)\) such that \((\lambda_M, (\tilde{v}, \tilde{u}))\) is an eigenpair of problem (37). Hence, \(\lambda_M\) is an eigenvalue of (37) if and only if \(\lambda_M^{-1}\) is an eigenvalue of \(T_M\). We can then focus on the property of \(T_M\).
Third, $\mathcal{T}_M$ is self-adjoint and nonnegative. Let $f \in L^2(D)$. We let $\tilde{w} = \mathcal{T}_M f$ in the second equation of (38), and have

$$B(Sg, \mathcal{T}_M f) = - \langle g, \mathcal{T}_M f \rangle.$$ 

We let $\tilde{u} = \mathcal{T}_M f$, $\tilde{v} = Sf$, and $w = Sg$ in the first equation of (38), and have

$$A(Sf, Sg) + B(Sg, \mathcal{T}_M f) = 0.$$ 

The above two equations yield

$$\langle g, \mathcal{T}_M f \rangle = A_M(Sf, Sg) \quad \forall f, g \in L^2(D).$$

Since $A_M$ is symmetric, we have

$$\langle g, \mathcal{T}_M f \rangle = A_M(Sf, Sg) = A_M(Sg, Sf) = \langle f, \mathcal{T}_M g \rangle.$$ 

When $f = g$, $\langle g, \mathcal{T}_M g \rangle = A_M(Sg, Sg) \geq 0$. Thus $\mathcal{T}_M$ is self-adjoint and nonnegative.

Fourth, $\mathcal{T}_M$ is of finite rank. For each $e_{Q,i} \in V_M$, $i = 1, \ldots, M$, there exists a unique $u_{Q,i}$ such that

$$A_M(e_{Q,i}, w) + B(w, u_{Q,i}) = 0 \quad \forall w \in H^1_0(D).$$

It is easy to see that $u_{Q,i}$ are linearly independent, where $i = 1, \ldots, M$. Then for any $g \in L^2(D)$, we have $\mathcal{T}_M g = \sum_{i=1}^M (Q_M Sg, e_{Q,i}) u_{Q,i}$. We only need to make sure that, for each $e_{Q,i}$, there exists $g$ such that $\langle Q_M Sg, e_{Q,i} \rangle \neq 0$. We pick $g = e_{Q,i}$, and let $\tilde{w} = S e_{Q,i}$. We have

$$\langle e_{Q,i}, Q_M S e_{Q,i} \rangle = \langle Q_M e_{Q,i}, S e_{Q,i} \rangle = \lambda_{Q,i} \langle e_{Q,i}, S e_{Q,i} \rangle = -B(S e_{Q,i}, S e_{Q,i}) \leq 0.$$ 

If $B(S e_{Q,i}, S e_{Q,i}) = 0$, we have $S e_{Q,i} = 0$ since $S e_{Q,i} \in H^1_0(D)$. This is possible only when $e_{Q,i} = 0$.

Overall, $\mathcal{T}_M$ is self-adjoint, nonnegative, and of rank $M$. Thus, $\mathcal{T}_M$ has $M$ positive eigenvalues $\lambda_{M}^{-1}$, implying that (37) has $M$ positive eigenvalues $\lambda_M$. \hfill \qed

We now establish the convergence of $\lambda_M$ to $\lambda$.

**Lemma 4.2.** There is a constant $C$ such that the eigenvalues in (36) associated with $Q$ and in (37) associated with $Q_M$ satisfy

$$|\lambda^{-1} - \hat{\lambda}_M^{-1}| \leq C \lambda_{Q,M+1}^2,$$

where $\lambda_{Q,M+1}$ is the $(M + 1)$th smallest eigenvalue of $Q$.

Proof. This lemma is an application of Theorem 11.1 in [1]. We include the associated source problems of (36): For $g \in L^2(D)$, find $(v, u) \in H^1_0(D) \times H^1_0(D)$, such that

$$\begin{cases} A(v, w) + B(w, u) = 0 & \forall w \in H^1_0(D), \\
B(v, \bar{w}) = - \langle g, \bar{w} \rangle & \forall \bar{w} \in H^1_0(D), \end{cases}$$

where we define a new continuous bilinear forms $A(v, w) = \langle Qv, w \rangle$, and $B$ is the same as in the proof of previous lemma. We also need a new solution operator $\mathcal{T} : L^2(D) \to L^2(D)$ such that $\mathcal{T} g = u$, for any $g \in L^2(D)$. The component solution operator $Sg = v$ will be shared by (38) and (40).
To this end, we can consider the approximation of \( T \) given by \( T_M \). If \( \|T - T_M\| \to 0 \) as \( M \to \infty \), we can use Theorem 11.1 in [1] to establish the convergence of \( \tilde{\lambda}_M \) to \( \lambda \). For any \( g \in L^2(D) \), we have
\[
A(Sg, w) + B(w, T g) = 0 \quad \forall w \in H^1_0(D)
\]
from the first equation of (40), and
\[
A_M(Sg, w) + B(w, T_M g) = 0 \quad \forall w \in H^1_0(D)
\]
from the first equation of (38). The difference of the above two equations satisfies
\[
\langle (Q - Q_M)Sg, w \rangle + \langle \nabla w, \nabla (T - T_M)g \rangle = 0 \quad \forall w \in H^1_0(D).
\]
Letting \( w = (T - T_M)g \), we can obtain
\[
\|(T - T_M)g\| \leq C_D \|(T - T_M)g\|_{H^1_0(D)} \leq C_D \|(Q - Q_M)Sg\| \leq C_D \|Q - Q_M\| \|S\| \|g\|.
\]
We then have
\[
\|T - T_M\| \leq C_D \lambda_{Q,M+1} \|S\|,
\]
where \( \|S\| \) is bounded. The conclusion is reached by applying Theorem 11.1 in [1].

5. Numerical discretization. For numerical experiments, we will consider the one-dimensional (1D) problem defined on \( \Gamma = [-1,1] \) and the two-dimensional problem defined on \( D = \Gamma^2 \). We choose the spectral method for spatial discretization in view of the simple geometry of \( D \). In particular, we pick the following one-dimensional basis functions [25]:
\[
\phi_i(x) = (L_i(x) - L_{i+2}(x))/\sqrt{4i + 6} \in H^1_0(\Gamma),
\]
where \( L_k \) is the Legendre polynomial of degree \( k \). Let \( W_N = \text{span}\{\phi_i(x)\}_{i=0}^{N-1} \). The two-dimensional approximation space is constructed by tensor product: \( V_N = W_N \otimes W_N = \text{span}\{\theta_{i(k,l)}(x)\phi_j(y)\}_{i,j=1}^{N^2} \subset H^1_0(D) \), where \((i,k,l)\) indicates the global index corresponding to \( k \) and \( l \). The fully discretized version of (37) takes the following matrix form:
\[
\left( \begin{array}{cc} K^T & M_{Q,M} \\ 0 & -K \end{array} \right) \left( \begin{array}{c} u \\ v \end{array} \right) = \tilde{\lambda}_M \left( \begin{array}{cc} 0 & 0 \\ M & 0 \end{array} \right) \left( \begin{array}{c} u \\ v \end{array} \right),
\]
where the vectors \( u \) and \( v \) consist of unknown coefficients of the expansions of \( u \) and \( v \) in \( V_N \), \( K \) is the matrix \( \langle \nabla \theta_i, \nabla \theta_j \rangle \), \( M_{Q,M} \) is \( \langle Q_M \theta_i, \theta_j \rangle \), and \( M \) is \( \langle \theta_i, \theta_j \rangle \). The entries of \( M_{Q,M} \) can be computed using the definition of \( Q_M \):
\[
\langle Q_M \theta_i, \theta_j \rangle = \sum_{k=1}^M \lambda_{Q,k} \langle \theta_i, e_{Q,k} \rangle \langle \theta_j, e_{Q,k} \rangle.
\]
The approximation of \( e_{Q,k}(x) \) can be completely independent of problem (42), where any appropriate method for the eigenvalue problem (34) can be used. In this work, we use the Nyström method to compute \( e_{Q,k} \), where (34) is enforced on some collocation points in \( D \). Depending on the correlation length, we will choose the Legendre–Gauss–Lobatto (LGL) quadrature points either globally on \( D \) or locally after a finite element discretization of \( D \). We finally move the eigenvalue \( \tilde{\lambda}_M \) to the left-hand
side to compute the largest value of $\tilde{\lambda}_M^{-1}$, because the matrix on the left-hand side is nonsingular.

For sampling we also need a numerical solver for the stochastic elliptic problem (7). The weak form is to find $u_{\epsilon,N} \in V_N$ such that

$$\langle \nabla u_{\epsilon,N}, \nabla v \rangle = \langle \phi + \sqrt{\varepsilon}G_M, v \rangle \quad \forall v \in V_N,$$

where $\phi = 0$ for the brute-force Monte Carlo method and $\phi = \phi^* = \pm \Delta u^* = \pm Q_M v^*$ for the importance sampling. We use the truncated K-L expansion (33) to approximate $G$. Then the weak form (44) can be written in matrix form as

$$Bu = f + \sqrt{\varepsilon}C\xi,$$

where $B$ is the stiffness matrix $\langle \theta_i, \theta_j \rangle$, $u$ the vector consisting of all unknown coefficients, $f$ the vector $\langle \phi, \theta_i \rangle$ induced by force term $\phi$, $C$ the matrix $\langle \theta_i, \sqrt{\lambda_Q} \xi \rangle$, $j = 1, \ldots, M$, and $\xi = (\xi_1, \xi_2, \ldots, \xi_M)^T$. We can then sample equation (45). Taking $\phi^* = \phi^* + \sqrt{\varepsilon}G_M^{(i)}$. Then the Radon–Nikodym derivative can be written in terms $\phi^*$ and $G_M^{(i)}$ as

$$\frac{d\mathbb{P}_0}{d\mathbb{P}_{\phi}}(\psi) = \exp \left( -\frac{\lambda_{M,\text{min}}C_B^2}{2\varepsilon} - \frac{1}{\sqrt{\varepsilon}} \left( G_M^{(i)}(\xi), (Q_M|V_M)^{-1}\phi^* \right) \right),$$

where $\lambda_{M,\text{min}}$ is the minimum eigenvalue given by (37), and $Q_M|V_M$ is the restriction of $Q_M$ onto $V_M$ such that the inverse is well defined.

To this end, we summarize our algorithm as follows:

1. The K-L expansion. Use any appropriate algorithm to solve the eigenvalue problem (34) to obtain $G_M(x)$ and $Q_M$.

2. The E-L equation. Use the mixed formulation (15) to solve the E-L equation (13) to obtain $(v^*, u^*)$ and $\phi^* = \pm \Delta u^* = \pm Q_M v^*$.

3. The importance sampling. Sample the approximated Gaussian field $G_M(x)$ and use the IS estimator (26) to estimate $Pr(u_{\epsilon} \in B)$.


6.1. The minimizer. We now study the eigenvalues of $\Delta Q^{-1}\Delta$ numerically using $D = \Gamma^2$. We choose the Gaussian kernel:

$$K(x, y) = \frac{1}{\pi l_c^2} \exp \left( -\frac{|x-y|^2}{l_c^2} \right).$$

Note that $\lim_{l_c \to 0} K(x, y) = \delta(x-y)$, where $\delta(\cdot)$ indicates the Dirac delta function. As the correlation length $l_c$ goes to 0, the colored noise becomes white, i.e., all eigenvalues of the kernel become 1. In this work, we are interested in the cases that $l_c$ is moderate or large. The decay rate of eigenvalues is determined by the regularity of $K(x, y)$, and the behavior of the leading eigenvalue is described in Property 3.4.

In the left plot of Figure 1, we plot the decay behavior of the eigenvalues of $K(x, y)$ for various correlation length $l_c$. The eigenvalue problem (33) is computed by the Nyström method subject to $48 \times 48 = 2304$ Legendre–Gauss–Lobatto (LGL) quadrature points. We truncated the eigenvalues at the same level such that $\frac{\lambda_{Q,1}}{\lambda_{Q,1}} \leq 10^{-8}$. We see that the eigenvalues decay exponentially and will quickly reach the machine accuracy at a moderate or large correlation length [13]. Note that $\lambda_{Q,1} < 1$.
for any \( l_c > 0 \), and \( \lambda_{Q,1} \) decays as \( l_c \) increases. This is consistent with Property 3.4 with \( \rho(x) = \pi^{-d/2} \exp(-|x|^2) \).

In practical applications, one may also concern with a covariance kernel with a constant variance regardless of the correlation length. So we also consider the Gaussian kernel in the following form:

\[
\tilde{K}(x, y) := \exp\left( -\frac{|x - y|^2}{l_c^2} \right) = \pi l_c^2 K(x, y),
\]

\( \tilde{K}(x, x) = 1 \) regardless of the choice of \( l_c \). The eigenvalues of \( \tilde{K} \) and \( K \) are only different up to a factor \( \pi l_c^2 \), and the associated eigenfunctions are the same.

6.1.1. Convergence of \( \lambda_{M,\text{min}} \). We look at the convergence of \( \lambda_{M,\text{min}} \) with respect to \( M \), where \( \lambda_{M,\text{min}} \) is the minimum eigenvalue given by (37). We set up a rule to choose \( M \) by defining

\[
M(\delta_Q) = \sum_{i=1}^{\infty} 1\{ \lambda_{Q,i} \leq \delta_Q \},
\]

where \( \delta_Q \) is a prescribed threshold. In other words, we keep all the terms such that \( \lambda_{Q,i} \leq \delta_Q \). We define a relative error

\[
\epsilon_\lambda = \frac{|\lambda_{M,\text{min}}^{-1} - \lambda_{\text{ref}}^{-1}|}{\lambda_{\text{ref}}^{-1}},
\]

where \( \lambda_{\text{ref}} \) is a reference solution. In the right plot of Figure 1, we plot the convergence behavior of \( \lambda_{M,\text{min}} \) with respect to \( M \). \( M(\delta_Q) \) is given by decreasing the threshold \( \delta_Q \). Kernel (46) is used for \( Q \). \( N = 32 \) is used to construct the approximation space \( V_N \), i.e., \( |V_N| = 32 \times 32 \). The correlation length is set to be \( l_c = 0.3 \). We use the eigenvalue \( \lambda_{M,\text{min}} \) given by \( \delta_Q = 10^{-10} \) as the reference solution. From Lemma 4.2, we know the convergence rate is determined by the decay rate of the eigenvalues of \( Q \). Since kernel (46) is smooth, its eigenvalues decay exponentially. In the right plot of Figure 1, we observe that the error of \( \lambda_{M,\text{min}} \) also decays exponentially with respect to \( M \), which is consistent with our theoretical results.
6.1.2. Dependence of $\lambda_{\min}$ on the correlation length. For the computation, we choose $M(\delta_0 = 10^{-6})$ for $Q_M$, which is good enough since the error in $\lambda_{\min}$ decays exponentially with respect to $M$. In Figure 2, we plot the dependence of $\lambda_{\min}$ on the correlation length for kernel $K$ on the left and for kernel $\tilde{K}$ on the right. Let $\lambda_{\min}^K$ and $\lambda_{\min}^{\tilde{K}}$ be $\lambda_{\min}$ given by $K$ and $\tilde{K}$, respectively. In the left plot, we also include the curve given by $\pi^2/(4\lambda_{Q,1})$, which is the lower bound of $\lambda_{\min}$ given in Property 3.4 for $L = 2$. It is seen that as $l_c \to 0$, $\lambda_{\min}^K$ goes to $\pi^4/4$ since $\lambda_{Q,1}$ goes to 1 meanwhile. This is because that as $Q \to I$, $\langle \Delta u, Q^{-1} \Delta u \rangle$ $\Gamma$-converges to $\langle \Delta u, \Delta u \rangle$ [2], implying the convergence of the corresponding minimizers of the two functionals. As $l_c \to \infty$, $K \sim l_c^{-2}$ and $\lambda_{Q,1} \to 0$, implying that $\lambda_{\min}$ must go to infinity. For kernel $\tilde{K}$, which is a scaled version of $K$ by $\pi l_c^2$, we simply have $\lambda_{\min}^{\tilde{K}} = \lambda_{\min}^K/(\pi l_c^2)$. The figure for $\lambda_{\min}^{\tilde{K}}$ is plotted in log-log scale. Since $\lambda_{\min}^{\tilde{K}} \to \pi^4/4$ as $l_c \to 0$, we should have $\lambda_{\min}^{\tilde{K}} \sim l_c^{-2}$ when $l_c$ is small. This is demonstrated by the straight line with a slope $-2$. When $l_c \to \infty$, it appears that $\lambda_{\min}^{\tilde{K}}$ converges to a constant. When $l_c = \infty$, $\tilde{K} = 1_D$, corresponding to the right-hand side of the SPDE model (7) being simply a Gaussian random variable. The kernel $1_D$ has one nonzero eigenvalue $|D|$ associated with a constant eigenfunction. For this case, $\lambda_{\min} = 9.1776$, which is exactly the constant that $\lambda_{\min}^{\tilde{K}}$ converges to as $l_c \to \infty$.

In summary, the relation of $\lambda_{\min}$ to the correlation length $l_c$ for $K$ has an opposite trend compared to that for $\tilde{K}$. Since $S(u^*)$ is proportional to $\lambda_{\min}$, this implies that the choice of kernel is important for the estimation of $\text{Pr}(B)$ even when the same correlation length and noise amplitude are used.

6.1.3. Profile of the minimizer $u^*$. We now look at the profile of the minimizer $(u^*, v^*)$ corresponding to the smallest eigenvalue of (37), where we normalize $u^*$ such that $\|u^*\| = 1$. We use kernel $\tilde{K}$ for the demonstration. In Figure 3, we plot $u^*$ for $l_c = 0.1, 1$. The two profiles of $u^*$ are quite similar visually, and are mainly determined by low order modes in $V_N$. More specifically, the difference between the two $u^*$’s is $\|u^*|_{l_c=0.1} - u^*|_{l_c=1}\| = 5.19\%$. However, such a slight difference can be amplified by $\Delta$ and $Q^{-1}$. In Figure 4, we plot $\langle Q_M|_{V_M} \rangle^{-1/2} \Delta u^* = Q_M^{1/2} u^*$. It is seen that the difference between the two $Q_M^{1/2} u^*$’s is significant. Indeed, the two minimum eigenvalues given by $\|\langle Q_M|_{V_M} \rangle^{-1/2} \Delta u^*\|^2/\|u^*\|^2$ are 784.41 and 16.59 for $l_c = 0.1$ and 1, respectively. Note that we have $M(10^{-6}) = 1860$ for $l_c = 0.1$, where $\lambda_{Q,1} = 0.0311$, and $M(10^{-6}) = 41$ for $l_c = 1.0$, where $\lambda_{Q,1} = 1.70$. 

---

**Fig. 2.** The dependence of $\lambda_{\min}$ on the correlation length $l_c$. Two-dimensional elliptic problems are considered. Left: Kernel $K$. Right: Kernel $\tilde{K}$. 

---

\[
\begin{align*}
\lambda_{\min} &\sim (4\lambda_{Q,1}) \\
\lambda_{\min} &\sim \frac{\pi}{\lambda_{Q,1}} \quad \text{(upper bound)}
\end{align*}
\]
6.2. Importance sampling for $\Pr(u_{\varepsilon} \in B_+)$.

In this section we will test the efficiency and convergence of the LDP-based IS estimator for the rare event $\Pr(u_{\varepsilon} \in B_+)$ defined in (24). We consider both one- and two-dimensional elliptic problems.

First of all, we check if the condition for weak efficiency given in Theorem 3.6 is satisfied. As $l_{\varepsilon} \to 0$, the kernel (46) approaches the delta function, i.e., $Q$ goes to the identity operator $I$. Then $\langle \Delta u, Q^{-1} \Delta u \rangle$ $\Gamma$-converges to $\langle \Delta u, \Delta u \rangle$ [2]. Correspondingly the eigenvalue problem (13) becomes $\Delta^2 u = \lambda u$ subject to Navier boundary conditions, for which we have exact solutions of $\lambda$. For the biharmonic operator, $\lambda_2/\lambda_{\text{min}} = 16$ for the 1D case, and $\lambda_2/\lambda_{\text{min}} = 25/4 = 6.25$ for a square, and $\lambda_1/\lambda_{\text{min}} = 4$ for a cube. For nonzero correlation lengths, we plot $\lambda_2/\lambda_{\text{min}}$ of $\Delta Q^{-1} \Delta$ versus $l_{\varepsilon}$ in Figure 5 using kernel $K$ for $Q$, where the left plot is for the 1D elliptic problem and the right plot is for the 2D elliptic problem. It is clearly shown that for both 1D and 2D cases, as $l_{\varepsilon}$ decreases to zero, $\lambda_2/\lambda_{\text{min}}$ monotonically decreases to the limit ratio corresponding to the biharmonic operator. This implies that the IS estimator (26) is asymptotically efficient for any correlation length $l_{\varepsilon}$ for both 1D and 2D elliptic problems. Since kernel (47) is the same as kernel (46) up to a scaling factor, this observation holds for both kernels (46) and (47). Noticing that the limit ratio $\lambda_2/\lambda_{\text{min}}$, given by the biharmonic operator, does not depend on the form of the kernel as long as the kernel approaches the delta function, an interesting question is whether the above observation holds for other kernels. In figure 5, we also include the convergence behavior of $\lambda_2/\lambda_{\text{min}}$ given by the exponential kernel $e^{-|x-y|/l_{\varepsilon}}$ and the...
Fig. 5. \( r_Q \) is the ratio \( \lambda_2/\lambda_{\min} \) given by the smallest two eigenvalues of \( \Delta Q^{-1} \Delta u = \lambda u \) and \( r_I \) is the same ratio associated with the model \( \Delta^2 u = \lambda u \). The \( x \) axis indicates \( l_c \). Left: One-dimensional elliptic problem. \( r_I = 16 \). Right: Two-dimensional elliptic problem. \( r_I = 6.25 \).

following cubic kernel [29]:

\[
\begin{align*}
1 &- 7 \left( \frac{x}{l_c} \right)^2 + \frac{35}{4} \left( \frac{x}{l_c} \right)^3 - \frac{7}{2} \left( \frac{x}{l_c} \right)^5 + \frac{3}{4} \left( \frac{x}{l_c} \right)^7 \\
&\quad \text{if } \tau = |x - y| < l_c, \\
0 &\quad \text{otherwise}.
\end{align*}
\]

The results qualitatively agree with those for the Gaussian kernel. We note that the limit ratio of \( \lambda_2/\lambda_{\min} \) is also larger than 3 for 3D elliptic problems. Based on our 1D and 2D results, we expect that the IS estimator may be still asymptotic efficient for any correlation length for 3D elliptic problems.

We now look at the IS estimator \( \hat{P}_{IS} \) defined in (21). We choose the correlation length \( l_c = 0.5 \) around where the kernels \( K \) and \( \tilde{K} \) induce comparable \( \lambda_{\min} \). In this experiment, we use kernel \( K \). We pick \( M(10^{-6}) = 12 \) for the 1D case and \( M(10^{-6}) = 110 \) for the 2D case. The ratio of \( \lambda_2/\lambda_{\min} \approx 23 \) for the 1D case and \( \approx 9 \) for the 2D case. Due to the symmetry, and for simplicity, we only consider the estimation of \( \Pr(u_\varepsilon \in B_+) \) using \( Z_{\theta^*} \) (see (25)). Let \( \sigma_{IS} \) and \( \sigma_{MC} \) be the unbiased estimates of the standard deviation of the IS estimator \( \hat{P}_{IS} \) and Monte Carlo estimator \( \hat{P}_{MC} \), respectively. We use

\[
\epsilon_{IS} = \sigma_{IS}/P_{\text{ref}} \quad \text{and} \quad \epsilon_{MC} = \sigma_{MC}/P_{\text{ref}}
\]

to indicate the relative errors, where \( P_{\text{ref}} \) is a reference estimate of \( \Pr(B_+) \).

We compare the IS estimator and the Monte Carlo estimator by considering a sequence of increasing values of \( C_B \) so that \( \Pr(u_\varepsilon \in B_+) \) decreases. The reference probability is given by the IS estimator subject to \( 10^7 \) realizations. The results are summarized in Table 1 for the 1D case and in Table 2 for the 2D case.

First, it is easy to check that both \( \epsilon_{IS} \) and \( \epsilon_{MC} \) have the convergence rate \( O(N_{MC}^{-1/2}) \). Second, the IS estimator is always better than the MC estimator. For the same number of realizations, the ratio \( \epsilon_{MC}/\epsilon_{IS} \) keeps increasing as \( C_B \) increases. When \( C_B \) is small enough, their performance is similar, as shown in Tables 1(a) and 2(a). When \( \Pr(u_\varepsilon \in B_+) \) is of \( O(10^{-3}) \) and \( O(10^{-5}) \), the ratio \( \epsilon_{MC}/\epsilon_{IS} \) is about of \( O(10) \) and of \( O(10^2) \), respectively, as shown in Tables 1(b)–1(c) and 2(b)–2(c). When \( C_B \) is large enough, i.e., \( \Pr(u_\varepsilon \in B_+) \) is small enough, the Monte Carlo method starts to have difficulties in capturing the rare events, as shown in Tables 1(d) and 2(d). Interestingly,
one out of the $10^7$ realizations for the MC estimator of the 1D elliptic problem captured the rare event in our numerical experiment, where $\epsilon_{\text{MC}}$ is of $O(1)$, and $\epsilon_{\text{MC}}/\epsilon_{\text{IS}}$ is of $O(10^3)$. For the 2D case, the $10^7$ realizations for the MC estimator did not capture the rare event. If we assume one realization captures the rare event for this case, it would induce a relative error $10^{62}$ (bracketed number in the table), corresponding to a ratio $\epsilon_{\text{MC}}/\epsilon_{\text{IS}}$ of $O(10^4)$. Third, the IS estimator appears robust for both 1D and 2D elliptic problems in terms of all the four $C_B$’s, since we do not observe a significant change in $\epsilon_{\text{IS}}$ for the same number of realizations as $C_B$ increases. More specifically, we look at the change of the relative error per sample, i.e., $\epsilon_{\text{IS}}\sqrt{N_{\text{MC}}}$, with respect to $\epsilon$. In Figure 6 we plot the relative error per sample versus $\epsilon^{-1}$ in log-log scale on the left, and the probability $\Pr(u_\epsilon \in B_+)$ versus $\epsilon^{-1}$ with only the $y$ axis in log scale on the right, which confirms that as $\epsilon$ decreases, $\Pr(u_\epsilon \in B_+)$ decays exponentially. While the relative error per sample of the MC estimator increases exponentially, the scaling in figure 6 shows that the relative error per sample of the IS estimator appears to increase only algebraically, implying that our IS scheme is indeed weakly efficient.

6.3. The dependence of $\lambda_2/\lambda_{\text{min}}$ on random events. In section 3, we presented an LDP-based IS importance sampling scheme to estimate $\Pr(B)$, where a
Table 2

2D case] Convergence behavior of MC and IS estimators for two-dimensional elliptic problems.
The noise amplitude is chosen as \( \varepsilon = 10^{-8} \).

\[(a) \ C_B = 1 \times 10^{-5} \]

<table>
<thead>
<tr>
<th>( N_{MC} )</th>
<th>( 10^3 )</th>
<th>( 10^4 )</th>
<th>( 10^5 )</th>
<th>( 10^6 )</th>
<th>( 10^7 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{P}_{IS} )</td>
<td>3.369e-1</td>
<td>3.345e-1</td>
<td>3.366e-1</td>
<td>3.390e-1</td>
<td>3.391e-1</td>
</tr>
<tr>
<td>( \varepsilon_{IS} )</td>
<td>3.2e-2</td>
<td>1.0e-2</td>
<td>3.1e-3</td>
<td>1.0e-3</td>
<td>3.2e-4</td>
</tr>
<tr>
<td>( \hat{P}_{MC} )</td>
<td>3.360e-1</td>
<td>3.341e-1</td>
<td>3.378e-1</td>
<td>3.387e-1</td>
<td>3.391e-1</td>
</tr>
<tr>
<td>( \varepsilon_{MC} )</td>
<td>4.4e-2</td>
<td>1.4e-2</td>
<td>4.4e-3</td>
<td>1.4e-3</td>
<td>4.4e-4</td>
</tr>
</tbody>
</table>

\[(b) \ C_B = 5 \times 10^{-5} \]

<table>
<thead>
<tr>
<th>( N_{MC} )</th>
<th>( 10^3 )</th>
<th>( 10^4 )</th>
<th>( 10^5 )</th>
<th>( 10^6 )</th>
<th>( 10^7 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{P}_{IS} )</td>
<td>2.727e-3</td>
<td>2.620e-3</td>
<td>2.623e-3</td>
<td>2.614e-3</td>
<td>2.617e-3</td>
</tr>
<tr>
<td>( \varepsilon_{IS} )</td>
<td>5.8e-2</td>
<td>1.8e-2</td>
<td>5.7e-3</td>
<td>1.8e-3</td>
<td>5.7e-4</td>
</tr>
<tr>
<td>( \hat{P}_{MC} )</td>
<td>4.000e-3</td>
<td>2.100e-3</td>
<td>2.750e-3</td>
<td>2.525e-3</td>
<td>2.576e-3</td>
</tr>
<tr>
<td>( \varepsilon_{MC} )</td>
<td>7.6e-1</td>
<td>1.8e-1</td>
<td>6.3e-2</td>
<td>1.9e-2</td>
<td>6.1e-3</td>
</tr>
</tbody>
</table>

\[(c) \ C_B = 7 \times 10^{-5} \]

<table>
<thead>
<tr>
<th>( N_{MC} )</th>
<th>( 10^3 )</th>
<th>( 10^4 )</th>
<th>( 10^5 )</th>
<th>( 10^6 )</th>
<th>( 10^7 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{P}_{IS} )</td>
<td>4.380e-5</td>
<td>4.420e-5</td>
<td>4.270e-5</td>
<td>4.311e-5</td>
<td>4.308e-5</td>
</tr>
<tr>
<td>( \varepsilon_{IS} )</td>
<td>6.9e-2</td>
<td>2.2e-2</td>
<td>6.8e-3</td>
<td>2.2e-3</td>
<td>6.8e-4</td>
</tr>
<tr>
<td>( \hat{P}_{MC} )</td>
<td>1.000e-3</td>
<td>3.000e-4</td>
<td>6.000e-5</td>
<td>4.000e-5</td>
<td>4.370e-5</td>
</tr>
<tr>
<td>( \varepsilon_{MC} )</td>
<td>23.2</td>
<td>4.0</td>
<td>5.7e-1</td>
<td>1.5e-1</td>
<td>4.9e-2</td>
</tr>
</tbody>
</table>

\[(d) \ C_B = 1 \times 10^{-4} \]

<table>
<thead>
<tr>
<th>( N_{MC} )</th>
<th>( 10^4 )</th>
<th>( 10^5 )</th>
<th>( 10^6 )</th>
<th>( 10^7 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \varepsilon_{IS} )</td>
<td>8.2e-1</td>
<td>2.6e-2</td>
<td>8.4e-3</td>
<td>2.6e-3</td>
</tr>
<tr>
<td>( \hat{P}_{MC} )</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>( \varepsilon_{MC} )</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Fig. 6. The IS estimator for two-dimensional elliptic problem with \( C_B = 10^{-4} \) and \( N_{MC} = 10^6 \) realizations. Left: Relative error per sample versus \( \varepsilon^{-1} \). Right: \( \Pr(u \epsilon B^+) \) versus \( \varepsilon^{-1} \).
sufficient and necessary condition, i.e., $\lambda_2/\lambda_{\text{min}} \geq 3$, for the weak efficiency is obtained. Numerical experiments in section 6.2 show that this condition holds for any correlation length in 1D and 2D cases. However, we note that the definition of the eigenvalue problem (13) depends on the definition of random-event set $B$, and so does the condition given in Theorem (3.6). To demonstrate this, we subsequently apply the procedure developed in this work to another rare-event set, where we pay particular condition to the condition for the weak efficiency of the IS estimator.

We consider

$$\hat{B} = \{ \| \nabla u \| \geq C_B \}. \tag{50}$$

It can be obtained that the minimizer of $S(u)$ restricted onto $\hat{B}$ corresponds to the following new biharmonic-type eigenvalue problem:

$$\Delta Q^{-1} \Delta u = -\lambda \Delta u, \tag{51}$$

subject to boundary conditions $u|_{\partial D} = (Q^{-1} \Delta u)|_{\partial D} = 0$, which has a mixed formulation

$$\Delta u = Qv, \quad \Delta v = -\lambda \Delta u, \tag{52}$$

subject to homogeneous Dirichlet boundary conditions $u|_{\partial D} = v|_{\partial D} = 0$. Equation (52) can be decoupled into two subproblems:

$$\Delta v = -\lambda Qv, \quad x \in D, \quad v|_{\partial D} = 0, \quad x \in \partial D, \quad \Delta u = Qv, \quad x \in D, \quad u|_{\partial D} = 0, \quad x \in \partial D. \tag{53}$$

To construct an asymptotically efficient IS estimator, we consider the following splitting $\hat{B} = \hat{B}_+ \cap \hat{B}_-$:

$$\hat{B}_+ = \{ u_\varepsilon(x) | u_\varepsilon \in B, \langle u_\varepsilon, \phi^* \rangle \geq 0 \} \quad \text{and} \quad \hat{B}_- = \{ u_\varepsilon(x) | u_\varepsilon \in B, \langle u_\varepsilon, \phi^* \rangle \leq 0 \},$$

where $\phi^* = -\Delta u^* = -Qv^*$, and we still use $u^*$ to indicate the minimizer of $S(u)$. Note that we project $u_\varepsilon$ onto $\phi^*$ instead of $u^*$ due to the definition of $\hat{B}$. Using an argument similar to that in the proof of Theorem 3.6, we can obtain the same condition $\lambda_2 \geq 3\lambda_{\text{min}}$ such that $Z_{\phi^*}$ is asymptotically efficient for $\text{Pr}(\hat{B}_+)$, except that $\lambda_{\text{min}}$ and $\lambda_2$ are the two smallest eigenvalues of (51) with $\lambda_{\text{min}}$ being simple. We then obtain an asymptotically efficient IS estimator $Z_{\phi^*} + Z_{-\phi^*}$ for $\text{Pr}(\hat{B})$.

For the random event $\hat{B}$ defined in (50), we see from (53) that the limit ratio of $\lambda_2/\lambda_{\text{min}}$ as $l_\varepsilon \to 0$ is defined by the eigenvalues of Laplace operator subject to homogeneous Dirichlet boundary conditions. When $Q = I$, $\lambda_2/\lambda_{\text{min}} = 4$ for the 1D case, $\lambda_2/\lambda_{\text{min}} = 2.5$ for a square and $\lambda_2/\lambda_{\text{min}} = 2$ for a cube. This implies that the condition $\lambda_2/\lambda_{\text{min}} > 3$ may break down for 2D and 3D cases when $l_\varepsilon$ is small enough. In Figure 7, we plot $\lambda_2/\lambda_{\text{min}}$ for 1D and 2D elliptic problems. For 1D elliptic problems, $\lambda_2/\lambda_{\text{min}} > 3$ for any correlation length $l_\varepsilon$. For 2D elliptic problems, we plotted $r_Q/3 = (\lambda_2/\lambda_{\text{min}})/3$. It is seen that for all the three kernels studied, $\lambda_2/\lambda_{\text{min}}$ is smaller than 3 if $l_\varepsilon$ is not large enough, indicated by the dotted horizontal line with $r_Q = 3$. For $l_\varepsilon$ such that the corresponding $r_Q/3$ is under the dotted horizontal line, the IS estimator $Z_{\phi^*}$ for $\hat{B}$ does not have weak efficiency.

We now compare the convergence behavior of the IS estimator at two correlation lengths $l_\varepsilon = 0.1$ and $l_\varepsilon = 0.5$ for the two-dimensional elliptic problems and the kernel $K$. When $l_\varepsilon = 0.1$, $\lambda_2/\lambda_{\text{min}} \approx 2.54$; when $l_\varepsilon = 0.5$, $\lambda_2/\lambda_{\text{min}} \approx 3.58$. In other
words, the condition for weak efficiency holds for $l_c = 0.5$, but fails for $l_c = 0.1$. We use $M(10^{-5}) = 1370$ and $M(10^{-5}) = 110$ to approximate $Q_M$ for $l_c = 0.1$ and 0.5, respectively. We fix $N_{MC} = 10^6$ and $C_B = 10^{-4}$, and vary $\varepsilon$. We will focus on relatively large $\varepsilon$, such that the Monte Carlo estimator with $N_{MC} = 10^6$ yields a reasonable approximation of $E[1_{\hat{B}_+}]$. In Figure 8, we compare the relative error per sample given by both IS and MC estimators. It is seen that the relative error per sample given by the IS estimator increases exponentially for $l_c = 0.1$ and algebraically for $l_c = 0.5$, indicating that the LDP-based IS estimator for random-event set $\hat{B}$ is not weakly efficient when the condition $\lambda_2/\lambda_{\min} \geq 3$ fails.

7. Conclusion and discussion. In this work, we addressed the probability estimation of small-noise-induced rare events for an elliptic problem by employing the large deviation principle. The whole procedure consists of several steps. (1) Approximation of the Gaussian random field: We employed the Karhunen–Loève expansion to do this, which results in a finite-rank approximation $Q_M$ of $Q$. (2) Minimizing the rate functional: We derived the associated Euler–Lagrange equation, which corresponds to an eigenvalue problem of a nonlocal operator $\Delta Q^{-1} \Delta$. To deal with the Navier-type
boundary conditions we considered a mixed formulation of the E-L equation. We have proved that \( \Delta(Q_M|V_M) - 1 \Delta \) has \( M \) positive eigenvalues if \( Q \) is replaced by its finite-rank approximation \( Q_M \), and the convergence rate of eigenvalues as \( M \to \infty \) is consistent with the decay rate of the eigenvalues of \( Q \). (3) Exponential tilting importance sampling estimator: We derived a sufficient and necessary condition that \( \lambda_2/\lambda_{\min} \geq 3 \) to guarantee the weak efficiency of the estimator.

Although our problem setting is relatively simple and specific, our work provides a fundamental understanding of the main difficulties, and a guidance to the probability estimation of other random events such as \( B \) given in section 6.3. We expect to generalize our work to a more general setting, where time dependence and nonlinearity are taken into account as in equation (4).
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