POISSON GEOMETRY OF PI 3-DIMENSIONAL SKLYANIN ALGEBRAS

CHELSEA WALTON, XINGTING WANG, AND MILEN YAKIMOV

Abstract. We give the 3-dimensional Sklyanin algebras $S$ that are module-finite over their center $Z$ the structure of a Poisson $Z$-order (in the sense of Brown-Gordon). We show that the induced Poisson bracket on $Z$ is non-vanishing and is induced by an explicit potential. The $\mathbb{Z}_3 \times \mathbb{k}^\times$-orbits of symplectic cores of the Poisson structure are determined (where the group acts on $S$ by algebra automorphisms). In turn, this is used to analyze the finite-dimensional quotients of $S$ by central annihilators: there are 3 distinct isomorphism classes of such quotients in the case $(n, 3) \neq 1$ and 2 in the case $(n, 3) = 1$, where $n$ is the order of the elliptic curve automorphism associated to $S$. The Azumaya locus of $S$ is determined, extending results of Walton for the case $(n, 3) = 1$.

1. Introduction

Throughout the paper, $\mathbb{k}$ will denote an algebraically closed field of characteristic 0. In 2003, Kenneth Brown and Iain Gordon [12] introduced the notion of a Poisson order in order to provide a framework for studying the representation theory of algebras that are module-finite over their center, with the aid of Poisson geometry. A Poisson $C$-order is a finitely generated $\mathbb{k}$-algebra $A$ that is module-finite over a central subalgebra $C$ so that there is a $\mathbb{k}$-linear map from $C$ to the space of derivations of $A$ that imposes on $C$ the structure of a Poisson algebra (see Definition 2.1). Towards studying the irreducible representations of such $A$, Brown and Gordon introduced a symplectic core stratification of the affine Poisson variety $\text{maxSpec} \ C$ which is a coarsening of the symplectic foliation of $C$ if $\mathbb{k} = \mathbb{C}$. Now the surjective map from the set of irreducible representations $I$ of $A$ to their central annihilators $\mathfrak{m} = \text{Ann}_A(I) \cap C$ have connected fibers along symplectic cores of $C$. In fact, Brown and Gordon proved remarkably that for $\mathfrak{m}$ and $\mathfrak{n}$ in the same symplectic core of $C$ we have an isomorphism of the corresponding finite-dimensional, central quotients of $A$,

$$A/(\mathfrak{m}A) \cong A/(\mathfrak{n}A).$$

Important classes of noncommutative algebras arise as Poisson orders, and thus have representation theoretic properties given by symplectic cores. Such algebras include many quantum groups at roots of unity (as shown in [17, 18, 19]) and symplectic reflection algebras [23] (as shown in [12]). Our goal in this work is to show that this list includes another important class of noncommutative algebras, the 3-dimensional Sklyanin algebras that are module-finite over their center, and to apply this framework to the
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structure and representation theory of these algebras. Previously Poisson geometry was not utilized for these types of representation theoretic questions; cf. [21, 31, 35].

Three-dimensional Sklyanin algebras (Definition 2.12) arose in the 1980s through Artin, Schelter, Tate, and van den Bergh's classification of noncommutative graded analogues of commutative polynomial rings in 3 variables [2, 4]; these algebras were the most difficult class to study as they are quite tough to analyze with traditional Gröbner basis techniques (see, e.g., [26]). So, projective geometric data was assigned to the algebras S, namely an elliptic curve \( E \subset \mathbb{P}^2 \), an invertible sheaf \( L \) on \( E \), and an automorphism \( \sigma \) of \( E \), in order to analyze the ring-theoretic and homological behaviors of \( S \) [4]. It was shown that there always exists a central regular element \( g \) of \( S \) that is homogeneous of degree 3. Moreover, \( S/gS \) is isomorphic to a twisted homogeneous coordinate ring \( B := B(E, L, \sigma) \), a noncommutative version of the homogeneous coordinate ring \( \bigoplus_{i \geq 0} H^0(E, L^i) \).

Along with numerous good properties of \( S \) (e.g., being a Noetherian domain of polynomial growth and global dimension 3) that were established in [4] (often by going through \( B \)), it was shown in [5] that \( S \) and \( B \) are module-finite over their centers precisely when \( \sigma \) has finite order. Now take

\[
n := |\sigma|.
\]

In this case, the structure of the center \( Z \) of \( S \) was determined in [3, 33]: it is generated by \( g \) and algebraically independent variables \( z_1, z_2, z_3 \) of degree \( n \), subject to one relation \( F \) of degree \( 3n \). Moreover in this case, \( S \) is module-finite over its center if and only if it is a polynomial identity (PI) algebra of PI degree \( n \) (see [35, Corollary 3.12]). The maximum dimension of the irreducible representations of \( S \) is \( n \) as well by [10, Proposition 3.1].

Recall that the Heisenberg group \( H_3 \) is the group of upper triangular \( 3 \times 3 \)-matrices with entries in \( \mathbb{Z}_3 \) and 1’s on the diagonal. It acts by graded automorphisms on \( S \) in such a way that the generating space \( S_1 \) is the standard 3-dimensional representation of \( H_3 \). On the other hand, the center of \( S \) was described in detail by Smith and Tate [33] in terms of so-called good bases \( \{x_1, x_2, x_3\} \), see Section 2.3. There is a good basis \( \{x_1, x_2, x_3\} \) that is cyclically permuted by one of the generators \( \tau \) of \( H_3 \). In our study of the geometry of Poisson orders on \( S \), we will make an essential use of the action of the group \( \Sigma := \mathbb{Z}_3 \times k^\times \) on \( S \) by graded algebra automorphisms. Here, \( \mathbb{Z}_3 = \langle \tau \rangle \) acts on \( x_1, x_2, x_3 \) as above and \( k^\times \) acts by simultaneously rescaling the generators.

Our first theorem is as follows.

**Theorem 1.1.** Let \( S \) be a 3-dimensional Sklyanin algebra that is module-finite over its center \( Z \) and retain the notation above. Suppose that \( \{z_1, z_2, z_3\} \) are of the form (2.33), i.e., given in terms of a good basis of the generating space \( S_1 \cong B_1 \) (see Definition 2.24). Then:

1. \( S \) admits the structure of a \( \Sigma \)-equivariant Poisson \( Z \)-order for which the induced Poisson structure on \( Z \) has a nonzero Poisson bracket.
2. The formula for the Poisson bracket on \( Z \) is determined as follows:

\[
\{z_1, z_2\} = \partial_{z_3} F, \quad \{z_2, z_3\} = \partial_{z_1} F, \quad \{z_3, z_1\} = \partial_{z_2} F,
\]

with \( g \) in the Poisson center of the Poisson algebra \( Z \).
Take
\[ Y := \text{maxSpec}(Z) = \mathbb{V}(F) \subset \mathbb{A}^4_{(z_1, z_2, z_3, g)}, \]
and let \( Y^{\text{sing}} \) and \( Y^{\text{smooth}} = Y \setminus Y^{\text{sing}} \) be its singular and smooth loci, respectively. Theorem 1.1(2) turns \( Y \) into a singular Poisson variety and the group \( \hat{\Sigma} \) acts on it and on \( Z \) by Poisson automorphisms. By Lemma 2.28 (see also Notation 2.29), there exists a good basis of \( S_1 (\cong B_1) \) so that the subgroup \( \mathbb{Z}_3 \) acts on \( Z(S) \) by cyclically permuting \( z_1, z_2, z_3 \) and fixing \( g \). We work with such a good basis for the rest of the paper. The \( k^\times \)-action on \( Y \subset \mathbb{A}^4_{(z_1, z_2, z_3, g)} \) is given by dilation
\[
\beta \cdot (z_1, z_2, z_3, g) = (\beta^n z_1, \beta^n z_2, \beta^n z_3, \beta^3 g), \quad \beta \in k^\times.
\]

We prove in Lemma 5.4 that \( Y^{\text{sing}} = \{0\} \) if \((n, 3) = 1\), and is equal to the union of three dilation-invariant curves meeting at \( \{0\} \) if \((n, 3) \neq 1\) as shown in Figure 1 below. In the second case, the curves have the form \( z_i = \alpha g^{n/3}; z_{i+1} = z_{i+2} = 0, i = 1, 2, 3 \) (indices taken modulo 3), for \( \alpha \in k^\times \), that is, each of them is the closure of a single dilation orbit. We will denote these curves by \( C_1, C_2, C_3 \). The action of \( \mathbb{Z}_3 \subset \hat{\Sigma} \) cyclically permutes them. Denote the slices
\[ Y_\gamma := \mathbb{V}(F, g - \gamma) \subset Y \quad \text{with} \quad \gamma \in k. \]

Now pertaining to the representation theory of \( S \), let \( \mathcal{A} \) denote the Azumaya locus of \( S \), which is the subset of \( Y \) that consists of central annihilators of irreducible representations of maximal dimension; it is open and dense in \( Y \) by [11, Theorem III.1.7]. Our second theorem is as follows.

**Theorem 1.3.** Retain the notation from above.

1. The Azumaya locus \( \mathcal{A} \) of \( S \) is equal to \( Y^{\text{smooth}} \).
2. Each slice \( Y_\gamma := \mathbb{V}(F, g - \gamma) \) is a Poisson subvariety of \( Y \) with \( \gamma \in k \), and
   a. \( Y^{\text{sing}}_\gamma = (Y^{\text{sing}}_\gamma)^{\text{sym}} = Y_\gamma \cap Y^{\text{sing}} \) is the union of the symplectic points of \( Y_\gamma \), namely,
      \[ \begin{cases} 
      Y^{\text{sing}}_0 = \{0\} & \text{and} \quad Y^{\text{sing}}_{\gamma \neq 0} = \emptyset, \quad \text{if} \quad (n, 3) = 1; \\
      Y^{\text{sing}}_0 = \{0\} & \text{and} \quad Y^{\text{sing}}_{\gamma \neq 0} \text{ is the union of 3 distinct points,} \quad \text{if} \quad (n, 3) \neq 1. 
      \end{cases} \]
   b. \( Y_\gamma \setminus Y^{\text{sing}}_\gamma \) is a symplectic core of \( Y_\gamma \).
3. The \( \hat{\Sigma} \)-orbits of the symplectic cores of \( Y \) are
   a. \( Y \setminus Y_0 \) if \((n, 3) = 1\) and \( Y \setminus (Y_0 \cup C_1 \cup C_2 \cup C_3) \) if \((n, 3) \neq 1\),
   b. \( (C_1 \cup C_2 \cup C_3) \setminus \{0\} \) if \((n, 3) \neq 1\),
   c. \( Y_0 \setminus \{0\} \), and
   d. \( \{0\} \).
   These sets define a partition of \( Y \) by smooth locally closed subsets with 4 strata in the case \((n, 3) \neq 1\) and 3 strata in the case \((n, 3) = 1\).
4. For each \( m, n \in \text{maxSpec} \, Z = Y \) that are in the same stratum for the partition in part (3), the corresponding central quotients of \( S \) are isomorphic:
   \[ S/(mS) \cong S/(nS). \]
   The central quotients for the strata (3a) and (3c) are isomorphic to the matrix algebra \( M_n(k) \) (Azumaya case). In the case (3d) the central quotient is a local algebra (trivial case). (We refer to case (3b) as the intermediate case.)
Figure 1. $Y$ for $3 
mid n$ (left) and $3|n$ (right). Bullets depict (curves of) singularities.

Theorem 1.3(1) provides a strengthened version of [10, Lemma 3.3] without verifying the technical height 1 Azumaya hypothesis of [10, Theorem 3.8]; it is also an extension of [35, Theorem 1.3] which was proved in the case when $(n, 3) = 1$.

Theorem 1.3(4) has the following immediate consequence:

**Corollary 1.4.** Every 3-dimensional Sklyanin algebra that is module-finite over its center has 3 distinct isomorphism classes of central quotients if $(n, 3) \neq 1$ and 2 of such isomorphism classes if $(n, 3) = 1$. □

The last result of the paper classifies the irreducible representations of the PI 3-dimensional Sklyanin algebras $S$ and their dimensions. The irreducible representations of $S$ of intermediate dimension are those annihilated by $m_p \in \text{maxSpec} Z$ corresponding to a point $p$ of $(C_1 \cup C_2 \cup C_3) \setminus \{0\}$ in the case when the PI degree of $S$ is divisible by 3.

**Theorem 1.5.** If $(n, 3) \neq 1$ and $p \in (C_1 \cup C_2 \cup C_3) \setminus \{0\}$, then $S/(m_p S)$ has precisely 3 non-isomorphic irreducible representations and each of them has dimension $n/3$.

This fact was stated as a conjecture in the first version of the paper and a proof of it was given by Kevin DeLaet in [20]. We provide an independent short proof in Section 6.5.

**Remark 1.6.** The representation theoretic results of Theorem 1.3 and Corollary 1.4 contribute to String Theory, namely to the understanding of marginal supersymmetric deformations of the $N = 4$ super-Yang-Mills theory in four dimensions; see [7]. The so-called F-term constraints on the moduli spaces of vacua of these deformations are given by representations of three-dimensional Sklyanin algebras $S$. In the case when $S$ is module-finite over its center, the irreducible representations of $S$ of maximum dimension correspond to D-branes in the bulk of the vacua, and irreducible representations of smaller dimension correspond to fractional D-branes of the vacua.

Theorem 1.3 also provides a key step towards the full description of the discriminant ideals of the PI Sklyanin algebras that are module-finite over their centers. This is described in Section 7.

The strategy of our proof of Theorem 1.1(1) is to use specialization of algebras [12, Section 2.2] but with a new degree of flexibility: a simultaneous treatment of specializations of all possible levels $N$ (see Definition 2.9). The previous work on the construction
of Poisson orders by De Concini, Kac, Lyubashenko, Procesi (for quantum groups at root of unity) [17, 18, 19] and by Brown, Gordon (for symplectic reflection algebras) [12] always employed first level specialization and PBW bases. But our approach circumvents the problem that Sklyanin algebras are not easily handled with noncommutative Gröbner/ PBW basis techniques. To proceed, we define a family of formal Sklyanin algebras $S_{\hbar}$ which specialize to the 3-dimensional Sklyanin algebras at $\hbar = 0$, and extend this to specializations for all components of the algebro-geometric description of $S$ via twisted homogeneous coordinate rings. Then we consider sections $\iota: Z(S) \to S_{\hbar}$ of the specialization $S_{\hbar} \to S$ such that $\iota(Z(S))$ is central in $S_{\hbar}$ modulo $\hbar^N S_{\hbar}$. This induces structures of Poisson $Z(S)$-orders on $S$ by ‘dividing by $\hbar^N$’. An analysis of the highest non-trivial level $N$ and a proof that such exists leads to the desired Poisson order structure in Theorem 1.1(1).

The formula for the Poisson bracket on $Z(S)$ (Theorem 1.1(2)) is then obtained by using the fact $S$ is a maximal order [34] and by showing that the singular locus of $Y$ has codimension $\geq 2$ in $Y$; thus we can ‘clear denominators’ for computations in $Z(S)$ to obtain Theorem 1.1(2).

We give a direct proof of the classification of symplectic cores in Theorem 1.3(2,3) for all fields $k$, based on Theorem 1.1(2). The proof of Theorem 1.3(1,4) is carried out in two stages. In the first step, we prove these results in the case $k = \mathbb{C}$ by employing the aforementioned result of Brown and Gordon [12]; see Theorem 2.11. The results in [12] rely on integration of Hamiltonian flows and essentially use the hypothesis that $k = \mathbb{C}$. We then establish Theorem 1.3(1,4) using base change arguments and general facts on the structure of Azumaya loci.

The paper is organized as follows. Background material and preliminary results on Poisson orders, symplectic cores, and 3-dimensional Sklyanin algebras (namely, their good basis and Heisenberg group symmetry) are provided in Section 2. We then establish the setting for the proof of Theorem 1.1(1) in Section 3. We prove Theorem 1.1(1), Theorem 1.1(2), and Theorems 1.3 and 1.5 in Sections 4, 5, and 6, respectively. Further directions and additional results are discussed in Section 7, including connections to noncommutative discriminants. Explicit examples illustrating the results above for cases $n = 2$ and $n = 6$ are provided in an appendix (Section 8).
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2. Background material and preliminary results

We provide in this section background material and preliminary results on Poisson orders, including the process of specialization mentioned in the introduction, as well as material on symplectic cores and on (the noncommutative projective algebraic geometry of) 3-dimensional Sklyanin algebras.

2.1. Poisson orders and specialization. Here we collect some definitions and facts about Poisson orders and describe an extension of the specialization technique for obtaining such structures.
Let $A$ be a $k$-algebra which is module-finite over a central subalgebra $C$. We will denote by $\text{Der}(A/C)$ the algebra of $k$-derivations of $A$ that preserve $C$. The following definition is due to Brown and Gordon [12]:

**Definition 2.1.**
1. The algebra $A$ is called a Poisson $C$-order if there exists a $k$-linear map $\partial : C \to \text{Der}(A/C)$ such that the induced bracket $\{.,.\}$ on $C$ given by
   \begin{equation}
   \{z,z'\} := \partial_z(z'), \quad z, z' \in C
   \end{equation}
   makes $C$ a Poisson algebra. The triple $(A, C, \partial : C \to \text{Der}(A/C))$ will be also called a Poisson order in places where the role of $\partial$ needs to be emphasized.
2. Assume further that an algebraic group $G$ acts rationally by algebra automorphisms on $A$, so that $C$ is preserved under this action. We say that $A$ is a $G$-equivariant Poisson $C$-order if $\partial_g(a) = g \cdot \partial_z(g^{-1} \cdot a)$ for all $g \in G$, $z \in C$, $a \in A$.

As discussed in [12, Section 2.2], specializations of families of algebras give rise to Poisson orders. Below we generalize this construction to obtain Poisson orders from higher degree terms in the derivation $\partial$.

Let $R$ be an algebra over $k$ and $h$ be a central element of $R$ which is regular, i.e., not a zero-divisor of $R$. Let $[r, r'] := rr' - r'r$ for $r, r' \in R$.

**Definition 2.3.** We refer to the $k$-algebra $R_0 := R/hR$ as the specialization of $R$ at $h \in Z(R)$.

Let $\theta : R \to R_0$ be the canonical projection; so, $\ker \theta = hR$. Fix a linear map $\iota : Z(R_0) \hookrightarrow R$ such that $\theta \circ \iota = \text{id}_{Z(R_0)}$. Let $N \in \mathbb{Z}_+$ be such that
\begin{equation}
[\iota(z), r] \in h^N R \quad \text{for all} \quad z \in Z(R_0), \quad r \in R.
\end{equation}

Note that this condition holds for $N = 1$: take $\tilde{w} \in \theta^{-1}(w)$ for $w \in R_0$ and we get $\theta([\iota(z), \tilde{w}]) = [z, w] = 0$; further, $\ker \theta = hR$.

**Definition 2.5.** For $w \in R_0$ and $z \in Z(R_0)$, the special derivation of level $N$ is defined as
\begin{equation}
\partial_z(w) := \theta \left( \frac{[\iota(z), \tilde{w}]}{h^N} \right), \quad \text{where} \quad \tilde{w} \in \theta^{-1}(w).
\end{equation}

The above is well-defined: if $\tilde{w}_1, \tilde{w}_2 \in \theta^{-1}(w)$, then $\tilde{w}_1 - \tilde{w}_2 \in \ker \theta = hR$; thus $w' := (\tilde{w}_1 - \tilde{w}_2)/h \in R$ and the assumption (2.4) implies that
\begin{equation*}
\theta \left( \frac{[\iota(z), \tilde{w}_1]}{h^N} \right) - \theta \left( \frac{[\iota(z), \tilde{w}_2]}{h^N} \right) = \theta \left( \frac{[\iota(z), w']}{h^{N-1}} \right) = 0.
\end{equation*}
We will also show in the next result that $\partial_z$ is indeed a derivation.

The following result extends the specialization method of [17, 25] that produced Poisson orders with 1st level special derivations. In applications, on the other hand, it will be essential for us to consider more general $N$.

**Proposition 2.7.** Let $R$ be a $k$-algebra and $h \in Z(R)$ be a regular element. Assume that $\iota : R_0 := R/(hR) \hookrightarrow R$ is a linear section of the specialization map $\theta : R \to R_0$ such that (2.4) holds for some $N \in \mathbb{Z}_+$. Assume that $R_0$ is module-finite over $Z(R_0)$. 

(1) If, for all $z \in Z(R_0)$, $\partial_z$ is a special derivation of level $N$, then

$$(R_0, Z(R_0), \partial : Z(R_0) \to \text{Der}(R_0/Z(R_0)))$$

is a Poisson order.

(2) This Poisson order has the property that $\partial : Z(R_0) \to \text{Der}(R_0/Z(R_0))$ is a homomorphism of Lie algebras, i.e.,

$$\partial_z \partial_{z'}(w) - \partial_{z'} \partial_z(w) = \partial_{\{z, z'\}}(w) \quad \text{for} \quad z, z' \in Z(R_0), \ w \in R_0.$$

**Proof.** (1) First, we verify that $\partial_z \in \text{Der}(R_0)$ for $z \in Z(R_0)$. For $i = 1, 2$, choose $w_i \in R_0$ and $\tilde{w}_i \in \theta^{-1}(w_i)$. Then $\tilde{w}_1 \tilde{w}_2 \in \theta^{-1}(w_1 w_2)$ and

$$\partial_z(w_1 w_2) = \partial_z(w_1) w_2 + w_1 \partial_z(w_2).$$

Next, we check that $\partial_z(z') \in Z(R_0)$ for all $z, z' \in Z(R_0)$. For $w \in R_0$ and $\tilde{w} \in \theta^{-1}(w)$,

$$[\partial_z(z'), w] = \theta \left( \left[ [\iota(z), [z', r]] / h^N R \right], \tilde{w} \right) = \theta \left( \left[ [\iota(z), [z', r]] / h^N \right], \tilde{w} \right) - \theta \left( \left[ [\iota(z'), [z', r]] / h^N \right], \tilde{w} \right)$$

$$= \partial_z \left( \theta([\iota(z'), \tilde{w}]) \right) - \partial_{z'} \left( \theta([\iota(z), \tilde{w}]) \right) = \partial_z([z', w]) - \partial_{z'}([z, w]) = 0.$$

Finally, the fact that the bracket

$$\{z, z'\} := \partial_z(z'), \quad z, z' \in Z(R_0)$$

satisfies the Jacobi identity follows from the verification of part (2) below.

(2) The assumption (2.4) implies that

$$[\iota(z), [\iota(z'), r]] \in h^{2N} R \quad \text{for all} \quad z, z' \in Z(R_0), \ r \in R$$

since $[\iota(z'), r] \in h^N R$ and $[\iota(z), [\iota(z'), r] / h^N] \in h^N R$. For $\tilde{w} \in \theta^{-1}(w)$, we have

$$\partial_z \partial_{z'}(w) - \partial_{z'} \partial_z(w) = \theta \left( \frac{[\iota(z), [\iota(z'), \tilde{w}]]}{h^{2N}} \right) - \theta \left( \frac{[\iota(z'), [\iota(z), \tilde{w}]]}{h^{2N}} \right)$$

$$= \theta \left( \frac{[[\iota(z), \iota(z')], \tilde{w}]}{h^{2N}} \right) = \partial_{\{z, z'\}}(w).$$

**Corollary 2.8.**

(1) If, in the setting of Proposition 2.7, $C \subset Z(R_0)$ is a Poisson subalgebra of $Z(R_0)$ with respect to the Poisson structure (2.2) and $R_0$ is module-finite over $C$, then $R_0$ is a Poisson $C$-order via the restriction of $\partial$ to $C$.

(2) If, further, the restricted section $\iota : C \to R$ is an algebra homomorphism, then

$$\partial_{z'}(w) = z \partial_{z'}(w) + z' \partial_z(w) \quad \text{for} \quad z, z' \in C, w \in R_0.$$

**Proof.** Part (1) follows from Proposition 2.7, and part (2) is straightforward to check.

We end this part by assigning some terminology to the constructions above.

**Definition 2.9.** The Poisson order produced in either Proposition 2.7 or Corollary 2.8 will be referred to as a Poisson order of level $N$ when the level of the special derivation needs to be emphasized.
2.2. Symplectic cores and the Brown-Gordon theorem. Poisson orders can be used to establish isomorphisms for different central quotients of a PI algebra via a powerful theorem of Brown and Gordon [12], which generalized previous results along these lines for quantum groups at roots of unity [17, 19, 18]. The result relies on the notion of symplectic core, introduced in [12]. Let \((C, \{\ldots\})\) be an affine Poisson algebra over \(k\). For every ideal \(I\) of \(C\), there exists a unique maximal Poisson ideal \(\mathcal{P}(I)\) contained in \(I\), and \(\mathcal{P}(I)\) is Poisson prime when \(I\) is prime [24, Lemma 6.2]. Now we recall some terminology from [12, Section 3.2].

**Definition 2.10.** \([\mathcal{P}(I), C(m)]\)

1. We refer to \(\mathcal{P}(I)\) above as the Poisson core of \(I\).

2. We say that two maximal ideals \(m, n \in \text{maxSpec } C\) of an affine Poisson algebra \((C, \{\ldots\})\) are equivalent if \(\mathcal{P}(m) = \mathcal{P}(n)\).

3. The equivalence class of \(m \in \text{maxSpec } C\) is referred to as the symplectic core of \(m\), denoted by \(C(m)\). The corresponding partition of \(\text{maxSpec } C\) is called symplectic core partition.

Algebro-geometric properties of symplectic cores (that they are locally closed and smooth) are proved in [12, Lemma 3.3]. For instance, in the case when \(k = \mathbb{C}\) and \(C\) is the coordinate ring on a smooth Poisson variety \(V\), each symplectic leaf of \(V\) is contained in a single symplectic core of \(V = \text{maxSpec } C\), i.e., the symplectic core partition of \(V\) is a coarsening of the symplectic foliation of \(V\). Furthermore, by [24, Theorem 7.4], the symplectic core of a point \(m \in V\) is the Zariski closure \(\overline{L}\) of the symplectic leaf \(L\) through \(m\) minus the union of the Zariski closures of all symplectic leaves properly contained in \(\overline{L}\).

One main benefit of using the symplectic core partition is the striking result below.

**Theorem 2.11.** [12, Theorem 4.2] Assume that \(k = \mathbb{C}\) and that \(A\) is a Poisson \(\mathbb{C}\)-order which is an affine \(\mathbb{C}\)-algebra. If \(m, n \in \text{maxSpec } C\) are in the same symplectic core, then there is an isomorphism between the corresponding finite-dimensional \(\mathbb{C}\)-algebras

\[
A/(mA) \cong A/(nA).
\]

2.3. Three-dimensional Sklyanin algebras. Here we recall the definition and properties of the 3-dimensional Sklyanin algebras and the corresponding twisted homogeneous coordinate rings.

**Definition 2.12.** \([S, S(a, b, c)]\) [4] Consider the subset of twelve points

\[
\mathcal{D} := \{[1 : 0 : 0], [0 : 1 : 0], [0 : 0 : 1]\} \cup \{[a : b : c] \mid a^3 = b^3 = c^3\}
\]

in \(\mathbb{P}^2\). The **3-dimensional Sklyanin algebras** \(S := S(a, b, c)\) are \(k\)-algebras generated by noncommuting variables \(x, y, z\) of degree 1 subject to relations

\[
ayz + bzy + cx^2 = axz + bxz + cy^2 = axy + byx + cz^2 = 0,
\]

for \([a : b : c] \in \mathbb{P}^2_k \setminus \mathcal{D}\) where \(abc \neq 0\) and \((3abc)^3 \neq (a^3 + b^3 + c^3)^3\).

These algebras come equipped with geometric data that is used to establish many of their nice ring-theoretic, homological, and representation-theoretic properties. To start, recall that a point module for a connected graded algebra \(A\) is a cyclic, graded left \(A\)-module with Hilbert series \((1 - t)^{-1}\); these play the role of points in noncommutative
projective algebraic geometry. The parameterization of $A$-point modules is referred to as the point scheme of $A$.

**Definition-Lemma 2.13.** $[E, \phi, \sigma]$ $[4, \text{Eq. 1.6, 1.7}]$ The point scheme of the 3-dimensional Sklyanin algebra $S = S(a, b, c)$ is given by the elliptic curve

$$E := \mathcal{V}(\phi) \subseteq \mathbb{P}^2_{[v_1:v_2:v_3]}, \text{ where } \phi = (abc)(v_1^3 + v_2^3 + v_3^3) - (a^3 + b^3 + c^3)v_1v_2v_3.$$ 

If $[1 : -1 : 0]$ is the origin of $E$, then there is an automorphism $\sigma = \sigma_{abc}$ of $E$ given by translation by the point $[a : b : c]$. Namely,

$$\sigma[v_1 : v_2 : v_3] = [acv_2^2 - b^2v_1v_3 : bcv_1^2 - a^2v_2v_3 : abc^2 - c^2v_1v_2].$$

The triple $(E, \mathcal{O}_{\mathbb{P}^2(1)}|_E, \sigma)$ is referred to as the geometric data of $S$. □

Using this data, we consider a noncommutative coordinate ring of $E$; its generators are sections of the invertible sheaf $\mathcal{O}_{\mathbb{P}^2(1)}|_E$ and its multiplication depends on the automorphism $\sigma$.

**Definition 2.16.** Given a projective scheme $X$, an invertible sheaf $\mathcal{L}$ on $X$, and an automorphism $\sigma$ of $X$, the twisted homogeneous coordinate ring attached to this geometric data is a graded $k$-algebra

$$B(X, \mathcal{L}, \sigma) = \bigoplus_{i \geq 0} B_i, \quad B_i := H^0(X, \mathcal{L}_i)$$

with $\mathcal{L}_0 = \mathcal{O}_X$, $\mathcal{L}_1 = \mathcal{L}$, and $\mathcal{L}_i = \mathcal{L} \otimes \mathcal{L}^\sigma \otimes \cdots \otimes \mathcal{L}^{\sigma^{i-1}}$ for $i \geq 2$. The multiplication map $B_i \otimes B_j \to B_{i+j}$ is defined by $b_i \otimes b_j \mapsto b_ib_j^\sigma$ using $\mathcal{L}_i \otimes \mathcal{L}_j^\sigma = \mathcal{L}_{i+j}$.

**Notation 2.17.** $[B, \mathcal{L}]$ From now on, let $B$ be the twisted homogeneous coordinate ring attached to the geometric data $(E, \mathcal{L}, \sigma)$ from Definition-Lemma 2.13, where $\mathcal{L}$ denotes $\mathcal{O}_{\mathbb{P}^2(1)}|_E$.

It is often useful to employ the following embedding of $B$ in a skew-Laurent extension of the function field of $E$.

**Lemma 2.18.** $[3]$ Given $(E, \mathcal{L}, \sigma)$ from Definition-Lemma 2.13, extend $\sigma$ to an automorphism of the field $k(E)$ of rational functions on $E$ by $\nu^\sigma(p) = \nu(p^{-1})$ for $\nu \in k(E)$, $p \in E$. For any nonzero section $s$ of $\mathcal{L}$, that is, any degree 1 element of $B$, take $D$ to be the divisor of zeros of $s$, and let $V$ denote $H^0(E, \mathcal{O}_E(D)) \subset k(E)$.

Then, the vector space isomorphism $\nu s \mapsto \nu t$ for $\nu \in V$ extends to an embedding of $B$ in $k(E)[t^{\pm 1}; \sigma]$. Here, $tv = \nu^\sigma t$ for $\nu \in k(E)$. □

Now the first step in obtaining nice properties of 3-dimensional Sklyanin algebras is to use the result below.

**Lemma 2.19.** $[4]$ $[4, \text{before Theorem 6.6, Theorem 6.8}]$ $[2, (10.17)]$ The degree 1 spaces of $S$ and of $B$ are equal. Moreover, there is a surjective map from $S$ to $B$, whose kernel is generated by the regular, central degree 3 element below:

$$g := c(c^3 - b^3)y^3 + b(c^3 - a^3)yxz + a(b^3 - c^3)xyz + a(a^3 - c^3)x^3.$$ □

Many good ring-theoretic and homological properties of $S$ are obtained by lifting such properties from the factor $B$, some of which are listed in the following result.
Proposition 2.21. [2, 4] The 3-dimensional Sklyanin algebras $S$ are Noetherian domains of global dimension 3 that satisfy the Artin-Schelter Gorenstein condition. In particular, the algebras $S$ have Hilbert series $(1 - t)^{-3}$. \qed

Moreover, the representation theory of both $S$ and $B$ depend on the geometric data $(E, \mathcal{L}, \sigma)$; this will be discussed further in the next section. For now, we have:

Proposition 2.22. [4, Lemma 8.5] [5, Theorem 7.1] Both of the algebras $S$ and $B = B(E, \mathcal{L}, \sigma) \cong S/gS$ are module-finite over their center if and only if the automorphism $\sigma$ has finite order. \qed

Hence, one expects that both $S$ and $B$ have a large center when $|\sigma| < \infty$. (In contrast, it is well-known that the center of $S$ is $k[g]$, when $|\sigma| = \infty$.) Indeed, we have the following results. Note that we follow closely the notation of [33].

Lemma 2.23. $[E'', \Phi]$ [3, Lemma 2.2] [33, Corollary 2.8] Given the geometric data $(E, \mathcal{L}, \sigma)$ from Definition-Lemma 2.13, suppose that $|\sigma| =: n$ with $1 < n < \infty$. Now take $E'' := E/(\langle \sigma \rangle)$, with defining equation $\Phi$, so that $E \to E''$ is a cyclic étale cover of degree $n$. Recall Lemma 2.18 and let $D''$ be the image of $D$ on $E''$ and let $V''$ denote $H^0(E'', \mathcal{O}_{E''}(D''))$.

Then the center of $B$ is the intersection of $B$ with $k(E'')[t^{\pm n}]$, which is equal to $k[V''t^n]$, and this is also a twisted homogeneous coordinate ring of $E''$ for the embedding of $E'' \subseteq \mathbb{P}^2$ for which $D''$ is the intersection divisor of $E''$ with a line. \qed

Central elements of $B$ lift to central elements of $S$ as described below. We will identify $S_1 \cong B_1$ via the canonical projection.

Definition 2.24. $[s]$ [3, 33] Let $s$ be the value $n/(n, 3)$. A section of $B_1 := H^0(E, \mathcal{L})$ is called good if its divisor of zeros is invariant under $\sigma^s$ and consists of 3 distinct points whose orbits under the group $\langle \sigma \rangle$ do not intersect. A good basis of $B_1$ is a basis that consists of good elements so that the $s$-th powers of these elements generate $B_1^{(s)}$ if $(n, 3) = 1$ or generate $(B_1^{(s)})_{n/3}$ if $3|n$.

The order of $\sigma^s$ equals $(n, 3)$. As mentioned at [33, top of page 31], $\sigma^s$ fixes the class $[\mathcal{L}]$ in Pic $E$.

Notation 2.25. $[p]$ The automorphism $\sigma^s$ of $E$ induces an automorphism of $B_1$ via the identification $\mathcal{L}^{\sigma^s} \cong \mathcal{L}$. This automorphism of $B$ will be denoted by $\rho$.

By [33, Lemma 3.4], there is a unique lifting of $\rho$ to an automorphism of $S$ and the central regular element $g$ is $\rho$-invariant.

Now we turn our attention to the Heisenberg group symmetry of $S$ and of $B$. Recall that the Heisenberg group $H_3$ is the group of upper triangular $3 \times 3$-matrices with entries in $\mathbb{Z}$ and 1’s on the diagonal. It acts by graded automorphisms on $S$ in such a way that $S_1$ is the standard 3-dimensional representation of $H_3$. More concretely, the generators of $H_3$ act by

$$\rho_1: (x, y, z) \mapsto (\zeta x, \zeta y, \zeta z), \quad \rho_2: (x, y, z) \mapsto (x, \zeta y, \zeta^2 z), \quad \rho_3: (x, y, z) \mapsto (y, z, x).$$

where $\zeta$ is a primitive third root of unity.
Lemma 2.26. We have that $\rho \in H_3$. Furthermore, in the case $(n, 3) = 3$, $\rho$ has three distinct eigenvalues and any good basis of $B_1$ consists of three eigenvectors (i.e., is unique up to rescaling of the basis elements).

Proof. The first statement is trivial in the case $(n, 3) = 1$ since $\rho = \text{id}$. Now, suppose that $(n, 3) = 3$. Note that $\rho_2$ fixes $g$ and induces a translation $E$. More precisely, $\rho_2([v_1 : v_2 : v_3]) = [v_1 : \zeta v_2 : \zeta^2 v_3]$ is the translation on $E$ by the point $[1 : -\zeta : 0]$ with respect to the origin $[1 : 1 : 0]$. This implies that $\rho = \sigma^3$ commutes with $\rho_2$ on $E$ which are both translations with respect to the same origin. Assuming that $v_1, v_2, v_3$ represent the three coordinate functions in $k(E)$, then $\rho_2(v_i) = \rho_2(\rho(v_i))$. Now consider the actions of $\rho$ and $\rho_2$ on $B_1$ and act on $x_1, x_2, x_3$. Hence we get $\rho_2(x_i) = \lambda_2 \rho(x_i)$ for some scalar $\lambda$ because they induce the same action on $E$. Taking into account that $\rho^3 = \rho_3^2 = \text{id}$ we obtain that $\lambda = \zeta^i$ for some $0 \leq i \leq 2$ and $\rho_2 = \zeta^i \rho_3 \rho$ on $B_1$. Similarly, one shows that $\rho_3 = \zeta^j \rho_2 \rho$ for some $0 \leq j \leq 2$. A straightforward analysis using both the eigenspaces of $\rho_2$ and the explicit formula of $\rho_3$ yields that $\rho \in H_3$.

The fact that $\rho$ has three distinct eigenvalues is in the proof of [33, Lemma 3.4(b)]. The fact that the good bases are $\rho$-invariant is derived from [33, paragraph after Definition on page 31].

For the reader’s convenience, we include the following computations; these will be used only in the Appendix.

Remark 2.27. Assume that $(n, 3) = 3$. Since good bases are $\rho$-invariant and $\rho \in H_3$, their form in terms of the standard basis is as follows:

\[
\begin{align*}
\{x, y, z\}, & \quad \text{if } \rho = \rho_1^{\pm 1} \rho_2, \quad \rho_1^{\pm 1} \rho_2^2; \\
\{x + y + z, x + \zeta^2 y + \zeta z, x + \zeta y + \zeta^2 z\}, & \quad \text{if } \rho = \rho_1^{\pm 1} \rho_3, \quad \rho_1^{\pm 1} \rho_3^2; \\
\{x + y + \zeta^2 z, x + \zeta^2 y + z, x + \zeta y + \zeta z\}, & \quad \text{if } \rho = \rho_1^{\pm 1} \rho_2 \rho_3, \quad \rho_1^{\pm 1} \rho_2 \rho_3^2; \\
\{x + y + \zeta z, x + \zeta y + z, x + \zeta^2 y + \zeta^2 z\}, & \quad \text{if } \rho = \rho_1^{\pm 1} \rho_2 \rho_2, \quad \rho_1^{\pm 1} \rho_2 \rho_2^2.
\end{align*}
\]

Lemma 2.28. (1) If $(n, 3) = 1$, then for every element $\tau \in \langle \rho_2 \rangle \times \langle \rho_3 \rangle \subset H_3$ of order 3, there exists a good basis $\{x_1, x_2, x_3\}$ of $B_1$ which is cyclically permuted by $\tau$: $\tau(x_i) = x_{i+1}$, indices taken modulo 3.

(2) If $(n, 3) = 3$, then each good basis of $B_1$ can be rescaled so that the action of the Heisenberg group $H_3$ on $B_1$ takes on the standard form for the 3-dimensional irreducible representation of $H_3$.

Proof. (1) Note that the $n$-th power map $f: B_1 \to B_n^{(\sigma)}$ given by $x \mapsto x^n$ is surjective by [3, Lemma 5]. Moreover, by [33, Proposition 2.6], $B_n^{(\sigma)}$ can be naturally identified with $B(E/\langle \sigma \rangle, \sigma^n, L')_1$, where $L'$ is the descent of $L_n$ to $E/\langle \sigma \rangle$. One can easily check that $\tau$ induces a translation on $E$ by some 3-torsion point $p$ (e.g., $p = [1 : -\zeta : 0]$ when $\tau = \rho_2$). Hence $\tau$ gives a translation on $E/\langle \sigma \rangle$ by the image of $p$ via the surjection $E \to E/\langle \sigma \rangle$. Since $3 \nmid |\sigma| = n$, we get $\tau$ is nontrivial on $E/\langle \sigma \rangle$; and hence is nontrivial on $B_n^{(\sigma)}$ satisfying $\tau^3 = 1$. Since $\tau$ has three distinct eigenvalues both on $B_1$ and $B_n^{(\sigma)}$, the proper $\tau$-invariant subspaces of both spaces are three hyperplanes and three lines.

Let $U$ be the subset of $B_1$ consisting of nonzero elements whose divisors of zeros consist of 3 distinct points with the property that their orbits under the group $\langle \sigma \rangle$ do not intersect. Clearly, $U$ is a Zariski open dense subset of $B_1$. So we can take some $w \in U$ avoiding those proper $\tau$-invariant subspaces in $B_1$ and the inverse images of those
through \( f : B_1 \rightarrow B_1^{(\sigma)} \). We claim that \{w, w^r, w^{r^2}\} is a good basis. First of all, by definition, \( w, w^r, w^{r^2} \) are all good elements. Secondly, they are linearly independent in \( B_1 \); otherwise, \( \text{span}(w, w^r, w^{r^2}) \) is a proper \( \tau \)-invariant subspace of \( B_1 \), which contradicts our choice of \( w \). Similarly, one can show that the \( n \)-th powers of \( w, w^r, w^{r^2} \) are also linearly independent in \( B_1^{(\sigma)} \). This completes the proof of part (1).

(2) This part follows from the facts that \( \rho \in H_3 \) and that a good basis consists of \( \rho \)-eigenvectors with distinct eigenvalues; see [33, paragraph after Definition on page 31]. \( \square \)

**Notation 2.29.** \([x_1, x_2, x_3, \tau]\) For the rest of this paper we fix a good basis \( x_1, x_2, x_3 \) of \( B_1 \) with the properties in Lemma 2.28 and an element \( \tau \in H_3 \) such that

\[
\tau(x_i) = x_{i+1}, \quad \text{for } i = 1, 2, 3, \text{ indices taken modulo 3}
\]

One can see that \( g \) is fixed under \( \tau \) by direct computation.

Next recording some results of Artin, Smith, and Tate, we have the following.

**Proposition 2.31.** \([Z, z_1, z_2, z_3, F, u_1, u_2, u_3, \ell, E', f_3] \) \([33, \text{Theorems 3.7, 4.6, 4.8}] \)

The center \( Z \) of \( S \) is given as follows.

1. The center \( Z \) is generated by three algebraically independent elements \( z_1, z_2, z_3 \) of degree \( n \) along with \( g \) in \((2.20)\), subject to a single relation \( F \) of degree \( 3n \). In fact, there is a choice of generators \( z_i \) of the form

\[
z_i = x_i^n + \sum_{1 \leq j < n/3} c_{ij} g^i x_i^{n-3j}
\]

where \( \{x_1, x_2, x_3\} \) is a good basis of \( B_1 \) and \( c_{ij} \in k \).

2. If \( n \) is divisible by \( 3 \) then there exist elements \( u_1, u_2, u_3 \) of degree \( n/3 \) that generate the center of the Veronese subalgebra \( B^{(n/3)} \) of \( B \), so that \( z_i = u_i^3 \).

3. If \( n \) is coprime to \( 3 \), then

\[
F = g^n + \Phi(z_1, z_2, z_3),
\]

where \( \Phi \) is the degree 3 homogeneous polynomial defining \( E'' \subset \mathbb{P}^2 \) in Lemma 2.23; here, \( z_1, z_2, z_3 \) are the \( n \)-th powers of the good basis \( \{x_1, x_2, x_3\} \) of \( B_1 \).

4. If \( n \) is divisible by \( 3 \), then

\[
F = g^n + 3\ell g^{2n/3} + 3\ell^2 g^{n/3} + \Phi(z_1, z_2, z_3).
\]

Here, \( \Phi \) is as in Lemma 2.23, \( \ell \) is a linear form vanishing on the three images in \( E'' \) of the nine inflection points of \( E' := E/(\sigma^3) \), and \( f_3 \) is the defining equation of \( E' \subset \mathbb{P}^2 \). Moreover, \( f_3(u_1, u_2, u_3) + g^3 = 0 \) in \( Z(S^{(3)}) \). \( \square \)

**Lemma 2.32.** For a good basis \( x_1, x_2, x_3 \) of \( B_1 \) with the properties in Lemma 2.28, the coefficients \( c_{ij} \) in Proposition 2.31(1) only depend on \( j \), that is

\[
z_i = x_i^n + \sum_{1 \leq j < n/3} c_{ij} g^i x_i^{n-3j}, \quad \text{for some } c_i \in k.
\]

Furthermore, if \( (n, 3) = 3 \), then the 9-element normal subgroup \( N_3 \cong \mathbb{Z}_3 \times \mathbb{Z}_3 \) of \( H_3 \), that rescales \( x_1, x_2, x_3 \), fixes the center \( Z \) of \( S \). The linear form \( \ell \) in Proposition 2.31(4) is given by \( \ell = \alpha(z_1 + z_2 + z_3) \) for some \( \alpha \in k^\times \).

**Proof.** The first part follows at once from Lemma 2.28 and Proposition 2.31(1).
Let \((n, 3) = 3\) and \(N_3 = \langle \rho_1, \rho_2 \rangle \subset H_3\). In this case the elements of \(N_3\) rescale each of the good basis elements \(x_1, x_2, x_3\) and fix \(g\). This implies that each of these elements fixes \(z_1, z_2, z_3\). The last statement follows from the fact that \(\ell\) is fixed by \(\tau\). □

3. A specialization setting for Sklyanin algebras

The goal of this section is to construct a specialization setting for the Sklyanin algebras that is compatible with the geometric constructions reviewed in Section 2.3. The section sets up some of the notation that we will use throughout this work. Fix \([a:b:c:α:β:γ] \in \mathbb{P}^5_k\) such that \([a:b:c] \in \mathbb{P}^2_k \setminus \mathcal{D}\) satisfies the conditions of Definition 2.12.

**Hypothesis 3.1.** In the rest of this paper, \(S := S(a, b, c)\) will denote a 3-dimensional Sklyanin algebra that is module-finite over its center \(Z := Z(S)\), so that \(|σ| =: n\) with \(1 < n < \infty\). Moreover, \(B (\cong S/gS)\) will be the corresponding twisted homogeneous coordinate ring.

The reader may wish to view Figure 2 at this point for a preview of the setting.

3.1. The first and second columns in Figure 2. The goal here is to construct a degree 0 deformation \(\widehat{S}_h\) of \(S\) using a formal parameter \(h\). The specialization map for \(S\) will be realized via a canonical projection \(θ_S : \widehat{S}_h \to S\) given by \(h \mapsto 0\). Here, \(\widehat{S}_h\) will have the structure of a \(k[h]\)-algebra; the beginning of this section is devoted to ensuring that the construction of \(\widehat{S}_h\) is \(k[h]\)-torsion free.

To begin, set

\[
\tilde{a} := a + αh, \quad \tilde{b} := b + βh, \quad \tilde{c} := c + γh \quad \in k[h].
\]

It is easy to check that

\[
[a:b:c] \notin \mathcal{D}(k(h)).
\]

**Definition 3.3.** \([S_h, \widehat{S}_h, \overline{S}_h]\) Consider the following formal versions of \(S\).

1. Define the *extended formal Sklyanin algebra* \(S_h\) to be \(k[h]\)-algebra

\[
S_h = \frac{k[h]}{(axy + bzy + cz^2, azx + bxz + cy^2, axy + byx + cxy^2)}.
\]

2. Denote by \(\widehat{S}_h\) the Sklyanin algebra over \(k(h)\) with parameters \((\tilde{a}, \tilde{b}, \tilde{c})\).

3. Define the *formal Sklyanin algebra* to be the \(k[h]\)-subalgebra \(\overline{S}_h\) of \(\widehat{S}_h\) generated by \(x, y, z\), that is,

\[
\overline{S}_h := k\langle h, x, y, z \rangle \subset \widehat{S}_h.
\]

We view \(S_h\) as a graded \(k[h]\)-module by setting \(\deg x = \deg y = \deg z = 1\). Each graded component \(S_h\) is a finitely generated \(k[h]\)-module. Since \(k[h]\) is a principal ideal domain, we can decompose

\[
(S_h)_n := F_n \oplus T_n
\]

where \(F_n\) is a free (finite rank) \(k[h]\)-submodule (nonuniquely defined) and \(T_n\) is the torsion \(k[h]\)-submodule. For \(n = 0\), \(F_0 = k[h]\) and \(T_0 = 0\).
The three algebras above are related as follows. First,
\begin{equation}
\hat{S}_h \cong S_h \otimes_{k[h]} \mathbb{k}(h).
\end{equation}
Denote by \( \tau : S_h \to \hat{S}_h \) the corresponding homomorphism. It follows from (3.4) that
\[ \ker \tau = \bigoplus_{n \geq 0} T_n. \]
Moreover, the algebra \( \overline{S}_h \) is given by
\begin{equation}
\overline{S}_h = \text{Im} \tau \cong \bigoplus_{n \geq 0} S_n / T_n.
\end{equation}
Thus, the formal Sklyanin algebra \( \overline{S}_h \) is a factor of the extended formal Sklyanin algebra \( S_h \) by its \( k[h] \)-torsion part.

Now we show how the three-dimensional Sklyanin algebras are obtained via specialization. For each \( d \in k \), we have the specialization map
\[ \theta_d : S_h \to S_{a + \alpha d, b + \beta d, c + \gamma d} \quad \text{given by} \quad h \mapsto d \]
whose kernel equals \( \ker \theta_d = (h - d)S_h \). Set \( \theta := \theta_0 \). We have the following result.

**Lemma 3.6.**
(1) We get \( \text{rank}_{k[h]} F_n = \dim S_n \).
(2) For all \( d \in k \) such that
\begin{equation}
[(a + \alpha d) : (b + \beta d) : (c + \gamma d)] \notin \mathcal{D},
\end{equation}
we have that \( (h - d) \) is a regular element of \( S_h \) and \( T_n = (h - d)T_n \).
(3) The specialization map \( \theta : S_h \to S \) factors through the map \( \tau : S_h \to \overline{S}_h \).

**Proof.** (1) The algebras \( S \) and \( \hat{S}_h \) have the same Hilbert series \( (1 - t)^{-3} \). Equation (3.4) implies that
\[ (\hat{S}_h)_n = (S_h)_n \otimes_{k[h]} \mathbb{k}(h) \cong F_n \otimes_{k[h]} \mathbb{k}(h). \]
So, \( \text{rank}_{k[h]} F_n = \dim (\hat{S}_h)_n = \dim S_n \).

(2) Set \( \tilde{a}_d := a + \alpha d, \tilde{b}_d := b + \beta d \) and \( \tilde{c}_d := c + \gamma d \). The assumption (3.7) implies that the algebras \( S \) and \( S(\tilde{a}_d, \tilde{b}_d, \tilde{c}_d) \) have the same Hilbert series; see Proposition 2.21. The surjectivity of the specialization map \( \theta_d \) gives that
\[ S(\tilde{a}_d, \tilde{b}_d, \tilde{c}_d)_n = (F_n/(h - d)F_n) \oplus (T_n/(h - d)T_n). \]
By part (1), \( \dim S(\tilde{a}_d, \tilde{b}_d, \tilde{c}_d)_n = \dim F_n/(h - d)F_n \), so, \((h - d)T_n = T_n\). Since \( T_n \) is a finitely generated torsion \( k[h] \)-module, it is a finite-dimensional \( k \)-vector space and
\[ \dim \ker (h - d)|_{T_n} = \dim T_n - \dim \text{Im} (h - d)|_{T_n} = \dim T_n - \dim T_n = 0. \]
Hence, \( h - d \) is a regular element of \( S_h \).

(3) This follows from part (2) and (3.5). \(\square\)

**Notation 3.8.** [\( \theta_S \)] Denote by \( \theta_S \) the corresponding specialization map for the formal Sklyanin algebra \( \overline{S}_h \), namely
\[ \theta_S : \overline{S}_h \to S \quad \text{given by} \quad h \mapsto 0. \]

These maps form the two leftmost columns of the diagram in Figure 2 and the above results show the commutativity of the cells of the diagram between the first and the second column.
3.2. The third column in Figure 2. Now we want to extend the results in the previous section to (the appropriate versions of) twisted homogeneous coordinate rings.

**Notation 3.9.** \( \tilde{g} \) Denote by \( \tilde{g} \) the elements of \( \hat{S}_h \) given by (2.20) with \( (a, b, c) \) replaced by \( (\tilde{a}, \tilde{b}, \tilde{c}) \).

The central property of \( g \) in Lemma 2.19 implies that

\[
(3.10) \quad \tilde{g} \in Z(\hat{S}_h) \cap \mathfrak{g} = Z(\mathfrak{g}).
\]

**Definition 3.11.** \( \mathcal{E}_h, \mathcal{L}_h, \sigma_h, \mathcal{B}_h, B_h \) Denote by \( \mathcal{E}_h \) the elliptic curve over \( k(\hbar) \), by \( \mathcal{L}_h \) the invertible sheaf over \( \mathcal{E}_h \), and by \( \sigma_h \) the automorphism of \( \mathcal{E}_h \) corresponding to \( \hat{S}_h \) as in Definition-Lemma 2.13 with \( (a, b, c) \) replaced by \( (\tilde{a}, \tilde{b}, \tilde{c}) \) from (3.2). Let

\[
\mathcal{B}_h := B(\mathcal{E}_h, \mathcal{L}_h, \sigma_h)
\]

be the corresponding twisted homogeneous coordinate ring. Its subalgebra

\[
B_h := k\langle \hbar, x, y, z \rangle \subset \mathcal{B}_h,
\]

generated by \( \hbar, x, y, z \), will be called formal twisted homogeneous coordinate ring.

By Lemma 2.19, we have a surjective homomorphism \( \Psi_h : \hat{S}_h \rightarrow \mathcal{B}_h \) with kernel \( \ker \Psi_h = \hat{S}_h\tilde{g} \).

Its restriction to \( \mathfrak{s}_h \) gives rise to the surjective homomorphism

\[
(3.12) \quad \psi_h : \mathfrak{s}_h \rightarrow \mathcal{B}_h.
\]

We have

\[
\mathcal{B}_h = \mathcal{B}_h \otimes_{k[\hbar]} k(\hbar) \quad \text{and} \quad \hat{S}_h = \hat{S}_h \otimes_{k[\hbar]} k(\hbar).
\]

The map \( \Psi_h \) is the induced from \( \psi_h \) map via tensoring \( - \otimes_{k[\hbar]} k(\hbar) \).

**Lemma 3.13.** The kernel of the homomorphism \( \psi_h : \mathfrak{s}_h \rightarrow \mathcal{B}_h \) is given by \( \ker \psi_h = \mathfrak{s}_h\tilde{g} \).

**Proof.** Clearly, \( \ker \psi_h \supseteq \mathfrak{s}_h\tilde{g} \). Since \( \ker \psi_h = \oplus_{n \geq 0} (\ker \psi_h)_n \) and each \( (\ker \psi_h)_n \) is a finite rank torsion-free \( k[\hbar] \)-module, \( \ker \psi_h \) is a free \( k[\hbar] \)-module. At the same time

\[
\ker \psi_h \otimes_{k[\hbar]} k(\hbar) \cong (\mathfrak{s}_h\tilde{g}) \otimes_{k[\hbar]} k(\hbar) \cong \hat{S}_h\tilde{g},
\]

which is only possible if \( \ker \psi_h = \mathfrak{s}_h\tilde{g} \). \( \square \)

**Lemma 3.14.** The composition \( \mathfrak{s}_h \overset{\theta_S}{\rightarrow} S \rightarrow B \) factors through the map \( \psi_h : \mathfrak{s}_h \rightarrow \mathcal{B}_h \).

**Proof.** This follows from the description of \( \ker \psi_h \) in Lemma 3.13. \( \square \)

**Definition 3.15.** \( \theta_B \) Let \( \theta_B : \mathcal{B}_h \rightarrow B \) be the map induced by Lemma 3.14, which we call the specialization map for the formal twisted homogeneous coordinate ring \( \mathcal{B}_h \).

This completes the construction of the maps in the third column of the diagram in Figure 2 and proves the commutativity of its cells between the second and third column.
3.3. The fourth column in Figure 2. Now we complete Figure 2 as follows.

**Definition 3.16.** \([A_h, e, f]\) Denote by \(A_h\) the subring of the function field \(k(h)(E_h)\) generated by \(e := v_2/v_1, f := v_3/v_1,\) and \(h.\)

The generators satisfy the relation \(\overline{abc}(1 + e^3 + f^3) - (\overline{a^3} + \overline{b^3} + \overline{c^3})ef = 0.\)

**Definition 3.17.** \([R_h]\) Let \(R_h := (A_h)_h\) be the integral form of the field \(\overline{k(h)(E_h)}.\)

Using (2.15) with replacing \((a, b, c)\) by \((\overline{a}, \overline{b}, \overline{c})\), one sees that the automorphism \(\sigma_h \in \text{Aut}(\overline{k(h)(E_h)})\) restricts to an automorphism of \(R_h,\) given by

\[
\sigma_h(e) = \frac{\overline{b} \overline{c} - \overline{a}^2 ef}{\overline{a} \overline{c} e^2 - b^2 f} \quad \text{and} \quad \sigma_h(f) = \frac{\overline{a} \overline{b} f^2 - \overline{c}^2 e}{\overline{a} \overline{c} e^2 - b^2 f}.
\]

Similar to Lemma 2.18, we have the canonical embeddings

\[
\mathcal{B}_h \hookrightarrow R_h[t^{\pm 1}; \sigma_h] \hookrightarrow \overline{k(h)(E_h)}[t^{\pm 1}; \sigma_h].
\]

The ring \(R_h[t^{\pm 1}; \sigma_h]\) is a graded localization of \(\mathcal{B}_h\) by an Ore set which does not intersect the kernel \(\ker \theta_B = h\mathcal{B}_h.\) Therefore the following map is well-defined.

**Definition 3.18.** \([\theta_R]\) Let \(\theta_R : R_h[t^{\pm 1}; \sigma_h] \rightarrow k(E)[t^{\pm 1}, \sigma]\) be defined by

\[
\theta_R(e) = e, \quad \theta_R(f) = f, \quad \theta_R(t) = t, \quad \theta_R(h) = 0,
\]

which is the extension of \(\theta_B\) via localization. We also denote by \(\theta_R\) its restriction to the specialization map \(\overline{R}_h \rightarrow \overline{k(E)}.\) These maps are referred to as the specialization maps for the integral form of the formal twisted homogeneous coordinate \(B.\)

The commutativity of the cells in Figure 2 between the third and forth column follows directly from the definitions of the maps in them.

**Figure 2.** Specialization setting for Sklyanin algebras.

Integral forms, Poisson orders, and centers are respectively in the last three rows.
4. Construction of non-trivial Poisson orders on Sklyanin algebras

In this section we construct Poisson orders on all PI Sklyanin algebras \( S \) for which the induced Poisson structures on \( Z(S) \) are nontrivial. This gives a proof of Theorem 1.1(1). We also construct nontrivial Poisson orders on the corresponding twisted homogeneous coordinate ring \( B \) and the skew polynomial extension \( \mathbb{k}(E)[t^{\pm 1}; \sigma] \), such that the three Poisson orders are compatible with each other.

We use the notation from the previous sections, especially standing Hypothesis 3.1.

4.1. Construction of orders with nontrivial Poisson brackets. Denote by

\[ X_n := \{ [a : b : c] \in \mathbb{P}^2_k \setminus \mathcal{D} \mid a b c = 1 \} \]

the parametrizing set for the Sklyanin algebras of PI degrees which divide \( n \) (recall Definition 2.12 for the notation \( \mathcal{D} \)). Throughout the section we will assume that, for the fixed \([a : b : c] \in X_n\),

\[ [\alpha : \beta : \gamma] \in \mathbb{P}^2_k \text{ is such that } [a + d\alpha : b + d\beta : c + d\gamma] \notin X_n \cup \mathcal{D} \text{ for some } d \in \mathbb{k}. \]

This defines a Zariski open subset of \( \mathbb{P}^2_k \) because \( X_n \cup \mathcal{D} \) is a closed proper subset of \( \mathbb{P}^2_k \).

Notation 4.2. \([x_i, \tilde{x}_i, \tilde{z}_i]\) Fix a good basis \( x_1, x_2, x_3 \) of \( B_1 \) as in Lemma 2.28. Throughout we will identify \( B_1 \) with \( S_1 \). Denote by \( \tilde{x}_i \) their preimages under the specialization map \( \theta_S : S_\hbar \rightarrow S \) which are given by the same linear combinations of the generators \( x, y, z \) of \( S_\hbar \) as are \( x_i \) given in terms of the generators \( x, y, z \) of \( S \). Denote

\[ \tilde{z}_i := \tilde{x}_i^n + \sum_{1 \leq j < n/3} c_j \tilde{g}^j \tilde{x}_i^{n-3j} \in S_h \]

for the scalars \( c_j \in \mathbb{k} \) from (2.33).

Definition 4.4. A degree 0 section \( \iota : Z \hookrightarrow \overline{S}_h \) of the specialization map \( \theta_S : \overline{S}_h \rightarrow S \) will be called good if

1. \( \iota(z_i) - \tilde{z}_i \in \tilde{g} \cdot \mathbb{k}(\tilde{x}_i, \tilde{g}, \hbar) \) for the elements from (4.3), with the same noncommutative polynomials in three variables for \( i = 1, 2, 3 \), and
2. \( \iota(g) = \tilde{g} \).

Now we define specialization in this context.

Definition 4.5. We say that the specialization map \( \theta_S : \overline{S}_h \rightarrow S \) is a good specialization of \( S \) of level \( N \) if there exists a good section \( \iota : Z \hookrightarrow \overline{S}_h \) such that

\[ [\iota(z), w] \in h^N \overline{S}_h \quad \text{for all } z \in Z, w \in \overline{S}_h. \]

Note that for every section \( \iota : Z \hookrightarrow \overline{S}_h \) of \( \theta_S \),

\[ [\iota(z), w] \in h\overline{S}_h \quad \text{for all } z \in Z, w \in \overline{S}_h. \]

Therefore, \( N \geq 1 \). Now we show that for a fixed value \( n \), the levels \( N \) of good specializations for \( S \) of PI degree \( n \) is bounded above.

Lemma 4.7. If \([\alpha : \beta : \gamma] \in \mathbb{P}^2_k \) satisfies (4.1) and \( N \) is a positive integer satisfying (4.6) for a good section of \( \theta_S \), then the levels \( N \) of good specializations for \( S \) have an upper bound.
Proof. First, denote by $A_h$ and $R_h := (A_h)_h$ the rings defined analogously to the ones in Section 3.3 with dehomogenization performed with respect to $x_1 \in B_1$ not $v_1$. The condition (4.1) implies that the automorphism $\sigma_h$ of $R_h$ does not have order dividing $n$. So, $R_h^{\sigma_h} \subsetneq R_h$. Moreover, $\cap_{m \in \mathbb{Z}_+} h^m R_h = 0$. This implies that there exists a least positive integer $M$ such that

$$\nu^\sigma_h - \nu \notin h^M R_h \quad \text{for some } \nu \in R_h.$$  

We claim that $M \geq 2$ and $N < M$.

Since

$$\nu^\sigma_h - \nu \in h R_h \quad \text{for all } \nu \in R_h$$

one sees that $M \geq 2$.

Towards the inequality $N < M$, assume that $\iota: Z \hookrightarrow \overline{S}_h$ is a good section of $\theta_S$, satisfying (4.6) for some positive integer $N$. Recall (3.12). We have

$$\psi_{h \iota}(z), w] \in h^N \overline{B}_h \quad \text{for all } z \in Z, w \in \overline{B}_h.$$  

Using that $R_h[t^\pm 1; \sigma_h]$ is a localization of $\overline{B}_h$, where $\overline{B}_h \twoheadrightarrow R_h[t^\pm 1; \sigma_h]$ sending $\overline{x}_1$ to $t$, we obtain

$$[\psi_{h \iota}(z), w] \in h^N R_h[t^\pm 1; \sigma_h] \quad \text{for all } z \in Z, w \in R_h[t^\pm 1; \sigma_h].$$  

Since $\ker \psi_h = \overline{g \delta_h}$ and $\iota$ is a good section, we get $\psi_{h \iota}(z_1) = t^n \in R_h[t^\pm 1; \sigma_h]$. Applying (4.9) to $z = z_1$ and $\nu \in R_h$ gives

$$[t^n, \nu] = (\nu^\sigma_h - \nu)t^n \in h^N R_h[t^\pm 1; \sigma_h] \quad \text{for all } \nu \in R_h,$$

and thus,

$$\nu^\sigma_h - \nu \in h^N R_h \quad \text{for all } \nu \in R_h.$$  

Therefore $N < M$. \hfill \Box

The following theorem provides a construction of a Poisson order with the non-vanishing property in Theorem 1.1(1). Recall from the Introduction the definition and action of the group $\Sigma := \mathbb{Z}_3 \times \mathbb{k}^\times$.

**Theorem 4.10.** Assume that $S$ is a Sklyanin algebra of PI degree $n$ so that $[\alpha; \beta; \gamma] \in \mathbb{P}_k^2$ satisfies (4.1). Then the Poisson order $(S, Z, \partial: Z \rightarrow \text{Der}(S/Z))$ of level $N$, constructed via good specialization of maximum level $N$, is $\Sigma$-equivariant and has the property that the induced Poisson structure on $Z$ is non-zero.

The theorem is proved in Section 4.3.

4.2. **Derivations of PI Sklyanin algebras.** For an element $r$ of an algebra $R$, we will denote by $\text{ad}_r$ the corresponding inner derivation of $R$; that is,

$$\text{ad}_r(s) = [r, s], \quad s \in R.$$  

We will need the following general fact on derivations of Sklyanin algebras which will be derived from the results of Artin-Schelter-Tate [33] for $(n, 3) = 1$ and of Smith-Tate [33] in general.

**Proposition 4.11.** Let $S$ be a PI Sklyanin algebra and, by abusing notation, let $x \in S_1$ be a good element. If $\delta \in \text{Der} S$ is such that

(i) $\delta|_Z = 0$,  \hspace{1cm} (ii) $\delta(x) = 0$, \hspace{1cm} and (iii) $\deg \delta = n,$
then
\[ \delta = c_1 g \text{ad}_{x^{-3}} + \cdots + c_m g^m \text{ad}_{x^{-3m}} \]
for some non-negative integer \( m < n/3 \) and \( c_1, \ldots, c_m \in \mathbb{k} \).

**Proof.** Denote the canonical projection \( \psi : S \to B \) with \( \ker \psi = gS \). Since \( \delta(g) = 0 \), \( \psi \delta \) descends to a derivation of \( B \) which, by abuse of notation, will be denoted by the same composition. We extend \( \psi \delta \) to a derivation of the graded quotient ring \( \mathbb{k}(E)[x^{\pm 1}; \sigma] \) of \( B \). It follows from (i) that \( \psi \delta|_{\mathbb{k}(E)^{\sigma}} = 0 \). Since \( \mathbb{k}(E) \) is a finite and separable extension of \( \mathbb{k}(E)^{\sigma} \), \( \psi \delta|_{\mathbb{k}(E)} = 0 \). Indeed, if \( a \in \mathbb{k}(E) \) and \( q(t) \) is its minimal polynomial over \( \mathbb{k}(E)^{\sigma} \), then
\[ (\psi \delta(a))'q'(a) = 0 \]
because \( \mathbb{k}(E)^{\sigma} \) is in the center of \( \mathbb{k}(E)[x^{\pm 1}; \sigma] \). Since \( q'(a) \neq 0 \) and \( \mathbb{k}(E)[x^{\pm 1}; \sigma] \) is a domain, \( \psi \delta(a) = 0 \).

Finally, \( \psi \delta(x) = 0 \) by (ii). Thus \( \delta = 0 \) as derivations on \( \mathbb{k}(E)[x^{\pm 1}; \sigma] \). So, \( \delta(S) \) is contained in \( \ker \psi = gS \).

We define
\[ \delta_1 := g^{-1}\delta \in \text{Der}(S). \]
Assumptions (i) and (ii) on \( \delta \) imply that \( \psi \delta_1 \) descends to a derivation of \( B \) (to be denoted in the same way) and that \( \deg(\psi \delta_1) = n - 3 \) and \( \psi \delta_1(x) = 0 \). Applying [33, Theorem 3.3, taking \( r = 1 \)], we obtain that there exists \( c_1 \in \mathbb{k} \) such that \( \psi \delta_1 = c_1 \text{ad}_{x^{-3}} \). Therefore,
\[ g^{-1}\delta - c_1 \text{ad}_{x^{-3}} = \delta_1 - c_1 \text{ad}_{x^{-3}} \in \text{Der}S \quad \text{and} \quad g^{-1}\left( \delta - c_1 g \text{ad}_{x^{-3}} \right)(S) \subseteq gS. \]
Continuing this process, denote the derivation
\[ \delta_2 := g^{-2}(\delta - c_1 g \text{ad}_{x^{-3}}) \in \text{Der}(S). \]
Similar to the composition \( \psi \delta_1 \), we obtain that \( \psi \delta_2 \) descends to a derivation of \( B \) and that \( \deg(\psi \delta_2) = n - 6 \) and \( \psi \delta_2(x) = 0 \). By [33, Theorem 3.3, taking \( r = 1 \)], there exists \( c_2 \in \mathbb{k} \) such that \( \psi \delta_2 = c_2 \text{ad}_{x^{-6}} \) and
\[ g^{-2}(\delta - c_1 g \text{ad}_{x^{-3}} - c_2 g^2 \text{ad}_{x^{-6}}) \in \text{Der}(S), \quad g^{-2}(\delta - c_1 g \text{ad}_{x^{-3}} - c_2 g^2 \text{ad}_{x^{-6}})(S) \subseteq gS. \]
Let \( m \in \mathbb{N} \) be the integer such that \( m < n/3 \leq m+1 \). Repeating the above argument, produces \( c_1, \ldots, c_m \in \mathbb{k} \) such that
\[ \delta_{m+1} := g^{-(m+1)}(\delta - c_1 g \text{ad}_{x^{-3}} - \cdots - c_m g^m \text{ad}_{x^{-3m}}) \in \text{Der}(S). \]
Since \( \delta(g) = 0 \) by (i), \( \psi \delta_{m+1} \) descends to a derivation of \( B \) of degree \( n - 3(m+1) \leq 0 \). By [33, Theorem 3.3, taking \( r = 1 \)], \( \psi \delta_{m+1} = 0 \), so \( \delta_{m+1}(S) \subseteq gS \).

Now using that \( \deg \delta_{m+1} \leq 0 \) gives \( \delta_{m+1}(S_1) \subseteq S_{\leq 1} \cap gS = 0 \). Thus \( \delta_{m+1}(S_1) = 0 \), which implies that \( \delta_{m+1} = 0 \) since \( S \) is generated in degree 1. This completes the proof of the proposition. \( \square \)
4.3. Proof of Theorem 4.10. It follows from Lemma 2.32 and the first condition in the definition of a good section, that for every good section \( \iota : Z \hookrightarrow \mathcal{S}_h \), the Poisson order obtained by specialization from \( \iota \) is \( \Sigma \)-equivariant.

Next we prove that the Poisson order obtained from a good specialization of maximum level \( N \) has a nonzero Poisson structure on \( Z \). Assume the opposite; that is, the induced Poisson structure on \( Z \) from the Poisson order \( \partial \) vanishes. Then we assert that

\[
\begin{align*}
(i) \quad \partial z_i|_Z &= 0, \\
(ii) \quad \partial z_i(x_i) &= 0, \quad \text{and} \quad (iii) \quad \deg \partial z_i &= n.
\end{align*}
\]

The first condition follows from the assumed vanishing of the Poisson structure. The third condition follows from (2.6). Now by Definition 4.4, \( \iota(z_i) \in \mathbb{k}(\bar{x}_i, \bar{g}, h) \). It follows from (3.10) that \( [\iota(z_i), \bar{x}_i] = 0 \), and thus by (2.6) we have

\[
\partial z_i(x_i) = \theta([\iota(z_i), \bar{x}_i]/h^N) = 0.
\]

This verifies the second condition above.

Applying Proposition 4.11 for \( \delta = \partial z_i \), gives that there exist \( c_1, \ldots, c_m \in \mathbb{k} \) and \( m < n/3 \) such that

\[
\partial z_i = c_1 g \text{ad}_{x_i}^{n-3} + \cdots + c_m g^m \text{ad}_{x_i}^{n-3}.
\]

Therefore

\[
[\iota(z_i) - h^N(c_1 \bar{g} \bar{x}_i^{n-3} + \cdots + c_m \bar{g}^m \bar{x}_i^{n-3})], w] \in h^{N+1} \mathcal{S}_h
\]

for all \( w \in \mathcal{S}_h \). Recall that the Heisenberg group \( H_3 \) acts on \( \mathcal{S}_h \) by algebra automorphisms. The elements \( \bar{x}_i \in \mathcal{S}_h \) are defined by the same linear combinations of the generators \( x, y, z \) of \( \mathcal{S}_h \) as are those that define \( x_i \) in terms of the generators \( x, y, z \) of \( S \). This definition and Lemma 2.28 imply that one of the elements of \( H_3 \) will act on \( \mathcal{S}_h \) as an automorphism that cyclically permutes \( \bar{x}_1, \bar{x}_2 \) and \( \bar{x}_3 \). This automorphism applied to (4.13) gives

\[
[\iota(z_i) - h^N(c_1 \bar{g} \bar{x}_i^{n-3} + \cdots + c_m \bar{g}^m \bar{x}_i^{n-3})], w] \in h^{N+1} \mathcal{S}_h
\]

for \( i = 2, 3 \) and \( w \in \mathcal{S}_h \). Therefore,

\[
\partial z_i = c_1 g \text{ad}_{x_i}^{n-3} + \cdots + c_m g^m \text{ad}_{x_i}^{n-3}
\]

for all \( i = 1, 2, 3 \). Define a new section \( \iota^\vee : Z \hookrightarrow \mathcal{S}_h \) by first setting

\[
\iota^\vee(g) := \bar{g} \quad \text{and} \quad \iota^\vee(z_i) := \iota(z_i) - h^N(c_1 \bar{g} \bar{x}_i^{n-3} + \cdots + c_m \bar{g}^m \bar{x}_i^{n-3}).
\]

Since \( \iota^\vee \) will not necessarily extend to an algebra homomorphism, choose a \( \mathbb{k} \)-basis of \( Z \), namely \( \mathcal{F} := \{ g^{l_0} z_1^{l_1} z_2^{l_2} z_3^{l_3} | (l_0, \ldots, l_3) \in L \} \) for some \( L \subset \mathbb{N}^4 \) with \( g, z_1, z_2, z_3 \in \mathcal{F} \) and set

\[
\iota^\vee(g^{l_0} z_1^{l_1} z_2^{l_2} z_3^{l_3}) = \iota(g^{l_0} \iota(z_1)^{l_1} \iota(z_2)^{l_2} \iota(z_3)^{l_3}) \quad \text{for} \quad (l_0, \ldots, l_3) \in L.
\]

It is obvious that \( \iota^\vee : Z \hookrightarrow \mathcal{S}_h \) is a good section of \( \theta_S \).

Combining (4.14) and (4.15) gives that

\[
[\iota^\vee(z), w] \in h^{N+1} \mathcal{S}_h
\]

for \( z = z_1, z_2, z_3, g \) and all \( w \in \mathcal{S}_h \). Indeed, \( [\bar{g}, w] = 0 \) and thus is divisible by \( h^{N+1} \). Further,

\[
[\iota^\vee(z_i), w] = h^N \left( \frac{[\iota(z_i), w]}{h^N} + c_1^i \bar{g}[w, \bar{x}_i^{n-3}] + \cdots + c_m^i \bar{g}^m[w, \bar{x}_i^{n-3}] \right).
\]
and applying $\theta$ to the term in parentheses yields
\[
\theta \left( \frac{\nu(z_i), w}{h^N} + c_i^1 g[w, x_{i}^{n-3}] + \cdots + c_i^m g^m[w, x_{i}^{n-3m}] \right) = \partial_{z_i}(\theta(w)) - \partial_{z_i}(\theta(w)) = 0.
\]
Thus the term in the parenthesis is divisible by $h$ and $g(z_i, w)$ is divisible $h^{N+1}$.

Now (4.16) implies that (4.17) is satisfied for all $z \in F$ and $w \in \mathcal{S}_h$, i.e., it holds for all $z \in Z$ and $w \in \mathcal{S}_h$. This contradicts the hypothesis that $N$ is the maximum value satisfying (4.6). Therefore, the induced Poisson structure on $Z$ from the Poisson order $\partial$ is nonvanishing.

5. The structure of Poisson orders on Sklyanin algebras

In this section, we establish Theorem 1.1(2) on the induced Poisson bracket on the center $Z := Z(S)$ of a 3-dimensional Sklyanin algebra $S$ via the specialization procedure described in Sections 2.1 and 3.1. We make the following assumption for this section.

Hypothesis 5.1. The generators $z_1, z_2, z_3$ of $Z$ are of the form (2.33), i.e. given in terms of a good basis of $B_1 \cong S_1$.

We begin with a straight-forward result.

Lemma 5.2. For every good specialization of $S$ of level $N$, we have $\partial_g = 0$ for the corresponding Poisson order on $S$. In particular, $g$ lies in the Poisson center of $Z$.

Proof. A good section $\iota : Z \hookrightarrow \mathcal{S}_h$ has the property that $\iota(g) = \tilde{g}$; see Definition 4.4. For $w \in S$ and $\tilde{w} \in \mathcal{S}_h^{-1}(w)$, (2.6) implies that $\partial_{\tilde{g}}(w) = \tilde{g}_S(\tilde{g}, \tilde{w})/h^N$. By (3.10) we have that $\tilde{g} \in Z(\mathcal{S}_h)$. So, $\partial_{\tilde{g}} = 0$. The last statement follows from (2.2).

5.1. The singular locus of $Y$. Recall the notation from Section 2.3. We need the preliminary result below.

Lemma 5.3. The following statements about $Y = \mathbb{V}(F)$ hold.

1. The partial derivatives $\partial_{z_i} F$ are nonzero for $i = 1, 2, 3$.
2. The coordinate ring $k[Y]$ is equal to $\bigcap_{i=1}^{3} k[Y]/[(\partial_{z_i} F)^{-1}]$.

Proof. (1) This holds by a straight-forward computation using Proposition 2.31(3,4).

(2) Since $S$ is Noetherian, Auslander-regular, Cohen-Macaulay, and stably free by [4, 29], we can employ work of Stafford [34] to understand the structures of $Y$ and its coordinate ring $Z(S)$. Namely, $S$ is a maximal order, and thus $Z(S)$ is integrally closed and $Y$ is a normal affine variety, by [34, Corollary on p.2].

Now by [22, Discussion after proof of Corollary 11.4], it suffices to verify that
\[
Y' := \mathbb{V}(\partial_{z_1} F, \partial_{z_2} F, \partial_{z_3} F) \cap Y
\]
has codimension $\geq 2$ in $Y$. The definition of $Y'$ implies that it is the union of the singular loci of the slices $Y_\gamma := Y \cap \mathbb{V}(g - \gamma)$,
\[
Y' = \bigsqcup_{\gamma \in \kappa} (Y_\gamma)^{\text{sing}}.
\]
In the following lemma we explicitly describe $Y'$ and prove that it coincides with the singular locus $Y^{\text{sing}}$ of $Y$. In fact, the description of $Y^{\text{sing}} = Y'$ below implies that the dimension of $Y^{\text{sing}}$ is $\leq 1$, and hence has codimension $\geq \dim(Y) - 1$. Thus, the codimension of $Y^{\text{sing}}$ in $Y$ is $\geq 2$, as needed.
Lemma 5.4. The singular locus $Y^\text{sing}$ of $Y$ is the origin if $(n,3) = 1$, and is the union of three dilation-invariant curves intersecting the coordinate hyperplanes at the origin if $(n,3) \neq 1$; the dilation is given by (1.2). Furthermore, $Y^\text{sing} = Y'$, that is

$$(Y_\gamma)^\text{sing} = Y_\gamma \cap Y^\text{sing} \quad \text{for} \quad \gamma \in k.$$ 

Proof. To verify that $Y^\text{sing} = Y'$, we need to show that $F = 0$ and $\{\partial_{z_i} F = 0\}_{i=1,2,3}$ imply that $\partial_y F = 0$. Indices are taken modulo 3 below.

Say $(n,3) = 1$. Recall from Proposition 2.31(3) that $F = g^n + \Phi(z_1, z_2, z_3)$. So, $\partial_y F = 0$ if and only if $g = 0$. Since $\Phi$ is a homogeneous equation in the $z_i$ of degree 3, we have $\sum_{i=1}^3 z_i \partial_{z_i} F = 3\Phi$. Assuming that $\{\partial_{z_i} F = 0\}_{i=1,2,3}$, we get $\Phi = 0$. Further, assuming that $F = 0$ yields $g = 0$, as desired.

Take $(n,3) \neq 1$. Recall that $F = g^n + 3\ell g^{2n/3} + 3\ell^2 g^{n/3} + \Phi(z_1, z_2, z_3)$ [Proposition 2.31(4)]. According to the proof of [33, Theorem 4.8], the element $\Phi$ of Proposition 2.31 is of the form $\ell^3 - \mu z_1 z_2 z_3$, for $\mu \in k^\times$ and $\ell = \alpha(z_1 + z_2 + z_3)$ a (nonzero) degree one homogeneous polynomial by Lemma 2.32.

Note that $\partial_y F = 0$ is equivalent to $\ell = -g^{n/3}$, when $n \neq 3$. (The fact that $S$ is a domain along with Proposition 2.31(4) is used for the latter equivalence.) Now $F = 0$ implies that $(\ell + g^{n/3})^3 = \mu z_1 z_2 z_3$. So if $F = 0$ and $\partial_{z_i} F = 0$ for $i = 1, 2, 3$, then

$$\sum_{i=1}^3 z_i \partial_{z_i} F = 3\ell^3 - 3(\ell + g^{n/3})^3 + 6\ell^2 g^{n/3} + 3\ell g^{2n/3} = -3g^{n/3}(\ell + g^{n/3})^2 = 0.$$ 

Since $S$ is a domain, this yields $\ell = -g^{n/3}$ in the case $n \neq 3$, as desired.

Consider the case $n = 3$. If $F = 0$, then $\mu z_1 z_2 z_3 = (g + \ell)^3$. Moreover, if $\partial_{z_i} F = 0$, then $\mu z_i z_{i+1} = 3\alpha(g + \ell)^2$ (indices taken modulo 3). So if $F = 0$ and $\partial_{z_i} F = 0$ for all $i$, then we obtain that $g + \ell = 0$, and this implies $\partial_y F = 0$.

Thus, $Y^\text{sing} = Y'$. When $(n,3) = 1$ we get $Y^\text{sing} = Y_0^\text{sing} = \mathcal{V}(\Phi) \cap \mathcal{V}(g)$, which is the origin since $E''$ is smooth; see Proposition 2.31(3). In general, we make use of the fact that $E'' = \mathcal{V}(\Phi)$ is a smooth projective variety (thus, excluding a finite set of pairs $(\alpha, \mu)$ from calculations) to yield:

$$Y^\text{sing} = \begin{cases} 
\{(0,0,0,0)\}, & \text{if } (n,3) = 1 \\
\cup_{i=1}^3 \{g^{n/3} + \alpha z_i = 0, \ z_i+1 = z_i+2 = 0\}, & \text{if } (n,3) \neq 1.
\end{cases}$$

5.2. Poisson structures on $Z(S)$. Now we establish the main result of this section.

Proposition 5.5. \hspace{1em} (1) Each homogeneous Poisson bracket on $Z(S)$, such that $g$ is in the Poisson center of $Z(S)$, is given by

$$(5.6) \quad \{z_1, z_2\} = \eta \partial_{z_3} F, \quad \{z_2, z_3\} = \eta \partial_{z_1} F, \quad \{z_3, z_1\} = \eta \partial_{z_2} F, \quad \text{for some } \eta \in k.$$ 

(2) In the case when $S$ arises as a Poisson order of level $N$ (via Proposition 2.7 and Section 3.1), we get the formula above with $\eta \neq 0$, and obtain Theorem 1.1(2) by rescaling.

Proof. (1) By Proposition 2.31(4,5) and the Leibniz rule, any Poisson structure on $Z(S)$ with $g$ in the Poisson center satisfies $\{F, z_i\} = \sum_{j=1}^3 (\partial_{z_j} F) \{z_j, z_i\}$; namely, $\{-, z_i\}$ is a
derivation. So the following equations hold because $F = 0$ in $Z(S)$:

\[
0 = \{F, z_1\} = (\partial_{z_2} F)\{z_2, z_1\} + (\partial_{z_3} F)\{z_3, z_1\}, \\
0 = \{F, z_2\} = (\partial_{z_1} F)\{z_1, z_2\} + (\partial_{z_3} F)\{z_3, z_2\}, \\
0 = \{F, z_3\} = (\partial_{z_1} F)\{z_1, z_3\} + (\partial_{z_2} F)\{z_2, z_3\}.
\]

The second equation with Lemma 5.3(1) implies that $\{z_1, z_2\} = \eta(\partial_{z_3} F)$ for $\eta \in k(Y)_0$, since the bracket is homogeneous, $\deg(z_i) = n$, the left-hand side has degree $2n$, and $\deg(F) = 3n$. Now the first equation and Lemma 5.3(1) imply that

\[
\{z_3, z_1\} = -\frac{(\partial_{z_2} F)\{z_2, z_1\}}{\partial_{z_3} F} = \eta(\partial_{z_2} F).
\]

Likewise, $\{z_2, z_3\} = \eta(\partial_{z_1} F)$. Lemma 5.3(2) allows us to clear denominators to conclude that $\eta \in k[Y]$. Therefore, $\eta \in k(Y)_0 \cap k[Y] = k[Y]_0$, so $\eta \in k$.

(2) Such an induced Poisson structure on $Z(S)$ is homogeneous since the formal Sklyanin algebra $S_h$ is graded and since the bracket is given by (2.6). Moreover, $g$ is in the Poisson center in this case by Lemma 5.2. So, this part follows from part (1) and Theorem 4.10. □

**Remark 5.7.** One can adjust the specialization method from Section 3 to involve different types of deformations of 3-dimensional Sklyanin algebras $S$, such as the PBW deformations that appear in work of Cassidy-Shelton [14]; see also work of Le Bruyn-Smith-van den Bergh [28]. Unlike our setting above where the deformation parameter $h$ has degree 0, the deformation parameter in the aforementioned works have either degree 1 or 2, which yields a Poisson bracket on $Z(S)$ of degree $-1$ or $-2$, respectively. This is worth further investigation.

### 6. On the representation theory of $S$

In this section we prove Theorem 1.3. Denote by $Y^1, Y^2, Y^3$, and $Y^4$ the strata of the partition of $Y = \text{maxSpec}(Z(S))$ in Theorem 1.3(3). The stratum $Y^2$ is nonempty only in the case $(n, 3) \neq 1$. Recall from the introduction that $A \subseteq Y$ denotes the Azumaya locus of $S$, and recall the group $\Sigma := Z_3 \times k^\times$ acts on both $Z(S)$ and $Y$. In the last part of the section we prove Theorem 1.5.

#### 6.1. Symplectic cores and $\Sigma$-orbits.

For $y \in Y$ denote by $m_y$ the corresponding maximal ideal of $Z = k[Y]$. Denote by $C(y)$ the symplectic core containing $y$.

**Proposition 6.1.** Consider the Poisson structure on $Z$ given by

\[
(6.2) \quad \{z_1, z_2\} = \partial_{z_2} F, \quad \{z_2, z_3\} = \partial_{z_3} F, \quad \{z_3, z_1\} = \partial_{z_2} F,
\]

and $g$ is in the Poisson center of $Z$. Then, $Y_\gamma$ is a Poisson subvariety of $Y$ for each $\gamma \in k$. The symplectic cores of $Y$ are the sets $\{Y_\gamma \setminus Y_\gamma^{\text{sing}}\}_{\gamma \in k}$, along with the points in the union of curves $C_1 \cup C_2 \cup C_3$ if $(n, 3) \neq 1$ or the point $\{0\}$ if $(n, 3) = 1$.

**Proof.** Since $g$ is in the Poisson center of $Z$, $(g - \gamma)$ is a Poisson ideal of $Z$, and thus $Y_\gamma$ is a Poisson subvariety of $Y$.

The Poisson core $P(m_y)$ is a Poisson prime ideal by [24, Lemma 6.2]. One easily sees that $y \in Y$ forms a singleton symplectic core if and only if $m_y$ is a Poisson ideal, i.e., if all right hand sides of Poisson brackets in (6.2) belong to $m_y$. Lemma 5.4 then implies
that the singleton symplectic cores are the points in the union of curves $C_1 \cup C_2 \cup C_3$ if $(n, 3) \neq 1$ and the point $\{0\}$ if $(n, 3) = 1$.

Let $y \in Y_\gamma \setminus Y_\gamma^{\text{sing}}$ for some $\gamma \in \mathbb{k}$. We have $\{y\} \subseteq \mathcal{V}(\mathcal{P}(m_y)) \subseteq Y_\gamma = \mathcal{V}(g - \gamma)$. Because $\mathcal{P}(m_y)$ is a Poisson prime ideal, $\mathcal{V}(\mathcal{P}(m_y)) \cap (Y_\gamma \setminus Y_\gamma^{\text{sing}})$ is a Poisson subvariety of the 2-dimensional smooth irreducible Poisson variety $Y_\gamma \setminus Y_\gamma^{\text{sing}}$ whose Poisson structure is nowhere vanishing (i.e. it is a symplectic one). This is only possible if $\mathcal{V}(\mathcal{P}(m_y))$ contains $Y_\gamma \setminus Y_\gamma^{\text{sing}}$. Therefore $\mathcal{V}(\mathcal{P}(m_y)) = Y_\gamma$, and thus $\mathcal{P}(m_y) = (g - \gamma)$. This implies that $\mathcal{C}(y) = Y_\gamma \setminus Y_\gamma^{\text{sing}}$ which completes the proof of the proposition. \hfill $\square$

6.2. Proof of Theorem 1.3(2,3). Part (2) follows from Lemma 5.4 and Proposition 6.1. Part (3) follows from Proposition 6.1 and from the fact that with respect to the dilation action (1.2), we get

$$k^* \cdot (Y_\gamma \setminus Y_\gamma^{\text{sing}}) = \begin{cases} Y \setminus Y_0, & \text{if } (n, 3) = 1 \\ Y \setminus (Y_0 \cup C_1 \cup C_2 \cup C_3), & \text{if } (n, 3) \neq 1 \end{cases}$$

for all $\gamma \in k^*$. Since the $\mathbb{Z}_3$-action cyclically permutes $C_1, C_2$ and $C_3$, $(C_1 \cup C_2 \cup C_3) \setminus \{0\}$ is a single $\Sigma$-orbit of symplectic cores. \hfill $\square$

6.3. Proof of Theorem 1.3(1,4) for $k = \mathbb{C}$. Using Theorem 4.10 and Proposition 5.5, we construct a Poisson order on $S$ for which the induced Poisson bracket on $Z$ is given by (5.6) with $\eta \neq 0$. Theorem 2.11 and the fact that $\Sigma$ acts on $S$ by algebra automorphisms imply that

$$(6.3) \quad S/(m_y S) \cong S/(m_y' S) \quad \text{if } y, y' \in Y^j \text{ for some } j = 1, 2, 3, 4.$$ 

This proves Theorem 1.3(4).

The stratum $Y^1$ and the Azumaya locus $\mathcal{A}$ of $S$ are dense subsets of $Y$. Hence, $Y^1 \cap \mathcal{A} \neq \emptyset$, and the isomorphisms (6.3) imply that $Y^1 \subseteq \mathcal{A}$. Thus,

$$S/(m_0 S) \cong M_n(\mathbb{C}) \quad \text{for } y \in Y^1.$$ 

The stratum $Y^3$ is a dense subset of $Y_0 = \text{maxSpec}(Z(B))$. Since the Azumaya locus $\mathcal{A}(B)$ is also dense in $Y_0$, the isomorphisms (6.3) imply that $Y^3 \subseteq \mathcal{A}(B)$. The PI degree of $B = S/(gS)$ equals $n$ because the graded quotient ring of $B$ is isomorphic to $\mathbb{C}[E][t^{\pm 1}; \sigma]$ and $\sigma$ has order $n$. Therefore $Y^3 \subseteq \mathcal{A}(B) \subseteq \mathcal{A}$ and

$$S/(m_0 S) \cong M_n(\mathbb{C}) \quad \text{for } y \in Y^3.$$ 

Finally, $Y^{\text{sing}} \cap \mathcal{A} = \emptyset$ by [10, Lemma 3.3] and $Y^{\text{sing}} = Y^2 \cup Y^4$ by Lemma 5.4. Hence,

$$\mathcal{A} = Y^{\text{smooth}} = Y^1 \cup Y^3$$

which proves Theorem 1.3(1). \hfill $\square$

6.4. Proof of Theorem 1.3(1,4) for $k = \overline{\mathbb{F}}$ of characteristic 0. The set $Y^2$ is a single $\Sigma$-orbit, so (6.3) holds for $j = 2$. The set $Y^4$ is a singleton. The corresponding factor $S/(m_0 S)$ of $S$ is a finite dimensional algebra which is connected graded, and thus local. We also have $Y^{\text{sing}} \cap \mathcal{A} = \emptyset$ by [10, Lemma 3.3].
It suffices to show that for \( y := (y_1, y_2, y_3, y_4) \in Y \subset A^4_{(z_1, z_2, z_3, g)} \) we have

\[
(6.4) \quad S/(my)S \cong M_n(k) \quad \text{where } \begin{cases} \ y \notin C_1 \cup C_2 \cup C_3 & \text{if } (n, 3) \neq 1 \\ \ y \neq \{0\} & \text{if } (n, 3) = 1. \end{cases}
\]

For the structure constants \( a, b, c \) of \( S \), denote

\[
k_0 := \overline{Q}(a, b, c, y_1, y_2, y_3, y_4) \subset k.
\]

Fix an embedding \( k_0 \subset C \). Denote by \( A^{k_0} \), \( A^C \), and \( A^C \) the factor algebras

\[
S/((g - y_4)S + \Sigma_i(z_i - y_i)S)
\]

when the base field is \( k \), \( k_0 \), and \( C \), respectively. Clearly,

\[
(6.5) \quad A^k \cong A^{k_0} \otimes k, \quad A^C \cong A^{k_0} \otimes k_0 C.
\]

Theorem 1.3(1) in the case when the base field is \( C \) implies that \( A^C \cong M_n(C) \). The second isomorphism in (6.5) gives that \( A^{k_0} \) is a semisimple finite dimensional algebra, and thus \( A^{k_0} \) is a product of matrix algebras over \( k_0 \) (because \( k_0 \) is algebraically closed). Invoking one more time the second isomorphism in (6.5) gives that \( A^{k_0} \cong M_n(k_0) \). The first isomorphism in (6.5) implies that \( A^k \cong M_n(k) \) which completes the proof of (6.4) and the proof of Theorem 1.3(1,4) in the general case.

\[\square\]

6.5. Proof of Theorem 1.5. We begin by providing a discussion of the correspondence between the simple modules over \( S \) and the fat point modules over \( S \); see, e.g., [27, Section 3]. Recall that a fat point module over \( S \) is a 1-critical graded module with multiplicity > 1. By [1, Theorem 3.4], we have that all fat point modules over a 3-dimensional Sklyanin algebra \( S \) have multiplicity exactly \( n/(n, 3) \) and thus are \( g \)-torsionfree. (Indeed, the 1-critical graded modules of \( S \) that are \( g \)-torsion are precisely the point modules of \( S \), and these have multiplicity 1.) It is important to point out that since \( S \) has Hilbert series \( 1/(1 - t)^3 \) we can assume all fat point modules have Hilbert series \( d/(1 - t) \) with multiplicity \( d > 1 \) up to shift-equivalence.

On the other hand, let \( \text{Rep}_m(S) := \text{Alg}_k(S, M_m(k)) \) be the set of all \( m \)-dimensional representations over \( S \). The algebraic group \( \text{PGL}_m(k) \times k^\times \) acts on \( \text{Rep}_m(S) \) via

\[
((T, \lambda), \varphi)(a) := \lambda^aT\varphi(a)T^{-1}
\]

for any \( \varphi \in \text{Alg}_k(S, M_m(k)) \) and \( (T, \lambda) \in \text{PGL}_m(k) \times k^\times \), with \( a \in S_1 \). For simplicity, we write

\[
\varphi^\lambda := (1, \lambda)\varphi.
\]

It is clear that \( \varphi \cong \varphi^\lambda \) if and only if there is some \( T \in \text{PGL}_m(k) \) such that \( (T, \lambda)\varphi = \varphi \), that is, if \( (T, \lambda) \) lies in the stabilizer of \( \varphi \).

To connect the two notions above, a result of Le Bruyn [27, Proposition 6 and its proof] and a result of Bocklandt and Symens [8, Lemma 4] says that any simple \( g \)-torsionfree module \( V \) over \( S \) corresponds to (as simple quotient of) a fat point module \( F \) of period \( e \) in such a way that

- \( \dim V = de \) with \( d = \text{mult}(F) \), and
- the stabilizer of \( V \) in \( \text{PGL}_{de}(k) \times k^\times \) is conjugate to the subgroup generated by \( \langle g_\zeta, \zeta \rangle \) with \( g_\zeta = \text{diag}(1, \ldots, 1, \zeta, \ldots, \zeta, \ldots, \zeta^{e-1}, \ldots, \zeta^{e-1}) \) and \( \zeta \) is a primitive \( e \)-th root of unity.
Now let us restrict to the case when \( n \) is divisible by 3 as in the statement of Theorem 1.5. Let
\[
m := m_p = (z_0 - a_0, z_1 - a_1, z_2 - a_2, g - a_3) \in \text{maxSpec}(Z(S))
\]
correspond to a point \( p \in (C_1 \cup C_2 \cup C_3) \setminus \{0\} \) for some \( a_i \in \mathbb{k} \). Let \( V \) be any simple module of \( S \) whose central annihilator corresponds to \( m \), which can be also considered as a surjective map \( \varphi \in \text{Alg}_k(S, M_m(\mathbb{k})) \); here, \( \dim V = m \). From our choice of point \( p \), we have \( a_3 \neq 0 \) and \( V \) is \( g \)-torsionfree.

By the discussion above, \( V \) corresponds to some fat point \( F \) of period \( e \) and multiplicity \( n/3 \). We claim that \( e = 1 \). By Theorem 1.3, \( \dim V = e(n/3) < n \) since \( m \) lies in the singularity locus of \( Y \). So \( e = 1, 2 \). If \( e = 2 \), then the stabilizer \( \varphi \) in \( \text{PGL}_m(\mathbb{k}) \times \mathbb{k}^\times \) is conjugate to the subgroup generated by the element \((g\zeta, \zeta)\) with \( \zeta = -1 \). This implies that \( V \) is fixed by some \((T, -1)\) in \( \text{PGL}_m(\mathbb{k}) \times \mathbb{k}^\times \). Hence \( \varphi \cong \varphi^\zeta \) with \( \zeta = -1 \) and they should share the same central character. But the central character of \( \varphi^\zeta \) is given by
\[
(\varphi^\zeta(z_0), \varphi^\zeta(z_1), \varphi^\zeta(z_3), \varphi^\zeta(g)) = ((-1)^n\varphi(z_0), (-1)^n\varphi(z_1), (-1)^n\varphi(z_3), (-1)^3\varphi(g)) = ((-1)^na_0, (-1)^na_1, (-1)^na_3, (-1)^3a_3),
\]
which is not equal to \((a_0, a_1, a_2, a_3)\) when \( a_3 \neq 0 \). Hence, we have that \( e = 1 \).

As a consequence, \( \dim V = \text{mult}(F) = n/3 \). Moreover, \( \varphi \) has trivial stabilizer, which means \( \varphi^\zeta \neq \varphi^{\zeta'} \) whenever \( \zeta \neq \zeta' \) again by the above discussion. Therefore, for \( \xi \) is a primitive third root of unity, we have that \( \varphi, \varphi^\xi, \) and \( \varphi^{\xi^2} \) are three non-isomorphic irreducible representations whose central characters all correspond to the point \((a_0, a_1, a_2, a_3)\) by (6.6).

Finally, denote by \( m_1, m_2, \ldots, m_t \) the dimensions of the isomorphism classes of irreducible representations of \( S/(mS) \). Accounting for \( \varphi, \varphi^\xi, \varphi^{\xi^2} \), we get that
\[
m_1 = m_2 = m_3 = \dim V = n/3
\]
from the discussion above. Now by [9, Proposition 4(i)], we obtain that
\[
n = n/3 + n/3 + n/3 \leq m_1 + \cdots + m_t \leq n.
\]
(Here we make use of the fact that \( Z \) is normal [34, Corollary on page 2].) This implies that \( t = 3 \) and every irreducible representation of \( S/(mS) \) is isomorphic to one of the three representations \( \varphi, \varphi^\xi \) and \( \varphi^{\xi^2} \). \( \square \)

7. Further Directions and Additional Results

Application of the techniques above to study the representation theory of other PI elliptic algebras is work in progress. This includes work in preparation for the 4-dimensional Sklyanin algebras (and the corresponding twisted homogeneous coordinate rings) that are module-finite over their center. We believe that our method of employing specializations at levels beyond \( N = 1 \) and then using Poisson geometry will have a wide range of applications to the classifications of the Azumaya loci of the elliptic algebras that are module-finite over their center.

We can combine Theorem 1.3 and the recent work of Brown-Yakimov [13] to obtain information for the discriminant ideals of the 3-dimensional Sklyanin algebras. The role of the discriminant (ideals) first arose in the noncommutative algebra in Reiner’s book [32] for the purpose of studying orders and lattices in central simple algebras. There have
been several recent applications of noncommutative discriminants including the analysis of automorphism groups of PI algebras (e.g., work of Ceken-Palmieri-Wang-Zhang [15]) and the Zariski cancellation problem (by Bell-Zhang [6]). A general framework for computing noncommutative discriminants using Poisson geometry was developed in work of Nguyen-Trampel-Yakimov [30].

Towards the goal above, recall that a trace map on an algebra $A$ is a map $\text{tr} : A \to Z(A)$ which is cyclic ($\text{tr}(xy) = \text{tr}(yx)$ for $x, y \in A$), $Z(A)$-linear, and satisfies $\text{tr}(1) \neq 0$. For a nonnegative integer $k$, the $k$-th discriminant ideal $D_k(A/Z(A))$ and the $k$-th modified discriminant ideal $MD_k(A/Z(A))$ of $A$ are defined to be the ideals of $Z(A)$ generated by the sets

\[
\{ \det([\text{tr}(y_i y_j)]_{i,j=1}^k) \mid y_1, \ldots, y_k \in A \} \quad \text{and} \\
\{ \det([\text{tr}(y_i y'_j)]_{i,j=1}^k) \mid y_1, y'_1, \ldots, y_k, y'_k \in A \},
\]

respectively.

On the other hand, Stafford [34] proved that the PI Sklyanin algebras $S$ are maximal orders in central simple algebras and by [32, Section 9] they admit the so-called reduced trace maps, which will be denoted by $\text{tr}_{\text{red}}$.

As an application of Theorems 1.3(4) and 1.5 we obtain a full description of the zero sets of the discriminant ideals of PI 3-dimensional Sklyanin algebras equipped with the reduced trace map.

**Proposition 7.1.** For all PI 3-dimensional Sklyanin algebras $S$ of PI degree $n$, the zero sets of all discriminant and modified discriminant ideals of $S$ are given by

\[
\mathbb{V}(D_k(S/Z(S)), \text{tr}_{\text{red}}) = \mathbb{V}(MD_k(S/Z(S)), \text{tr}_{\text{red}}) = \begin{cases} 
0, & k \in [2, n^2] \\
\emptyset, & k = 1
\end{cases}
\]

in the case $(n, 3) = 1$, and by

\[
\mathbb{V}(D_k(S/Z(S)), \text{tr}_{\text{red}}) = \mathbb{V}(MD_k(S/Z(S)), \text{tr}_{\text{red}}) = \begin{cases} 
C_1 \cup C_2 \cup C_3, & k \in [n^2/3 + 1, n^2] \\
0, & k \in [2, n^2/3] \\
\emptyset, & k = 1
\end{cases}
\]

in the case $(n, 3) \neq 1$. In particular,

\[
\mathbb{V}(D_{n^2}(S/Z(S)), \text{tr}_{\text{red}}) = \mathbb{V}(MD_{n^2}(S/Z(S)), \text{tr}_{\text{red}}) = Y^{\text{sing}}.
\]

**Proof.** Given $m \in \text{maxSpec}Z$, let $\text{Irr}_m(S)$ denote the set of isomorphism classes of irreducible representations of $S$ with central annihilator $m$. Denote

\[
d(m) := \sum_{V \in \text{Irr}_m(S)} (\text{dim}_k V)^2.
\]

Then [13, Main Theorem (e)] gives that for all nonnegative integers $k$

\[
(7.2) \quad \mathbb{V}(D_k(S/Z(S)), \text{tr}_{\text{red}}) = \mathbb{V}(MD_k(S/Z(S)), \text{tr}_{\text{red}}) = \left\{ m \in \text{maxSpec}Z \mid d(m) < k \right\}.
\]
Theorems 1.3(4) and 1.5 provide a complete classification of the irreducible representations of PI 3-dimensional Sklyanin algebras. The dimensions of the irreducible representations are also obtained in these theorems. Applying these results we get

\begin{equation}
(7.3) \quad d(m_y) = \begin{cases} 
  n^2, & y \in Y \setminus \{0\} \\
  1, & y = 0
\end{cases}
\end{equation}

\begin{equation}
\text{and} \quad d(m_y) = \begin{cases} 
  n^2, & y \in Y \setminus (C_1 \cup C_2 \cup C_3) \\
  n^2/3, & y \in (C_1 \cup C_2 \cup C_3) \setminus \{0\} \\
  1, & y = 0
\end{cases}
\end{equation}

in the cases \((n, 3) = 1\) and \((n, 3) \neq 1\), respectively. Here for \(y \in Y\), \(m_y\) denotes the corresponding maximal ideal of \(Z\). By combining (7.2) and (7.3), we obtain the statement of the proposition. \(\square\)

8. Appendix: Examples for \(S\) of PI degree 2 and 6

In this part, we illustrate Theorems 1.1, 1.3 and 1.5 for 3-dimensional Sklyanin algebras of PI degree \(n = 2\) and \(n = 6\). We employ the notation of these theorems and of Section 2 throughout.

8.1. PI degree 2. We refer to [31] for results on the (representation theory of) 3-dimensional Sklyanin algebra of PI degree 2. Here, \(S = S(1,1,c)\) with \(c^3 \neq 0,1,-8\) (cf. [2, Conjecture 10.37]), and the center \(Z\) is generated by \(z_1 = x^2, z_2 = y^2, z_3 = z^2\), \(g = cy^3 + yxz - xyz - cx^3\), subject to the degree 6 relation:

\[F = g^2 + \Phi(z_1, z_2, z_3), \quad \text{with} \quad \Phi = -c^2(z_1^3 + z_2^3 + z_3^3) - (c^3 - 4)z_1z_2z_3.\]

The Poisson \(Z\)-order structure on \(S\), and the induced bracket on \(Z\), is described by Theorem 1.1 with the data above.

Note that \(z_1, z_2, z_3\) are second powers of a basis of the generating space \(B_1\) of the twisted homogeneous coordinate ring \(B = B(E, L, \sigma) = S/gS\), where

\[E = \mathbb{V}(\phi) \subseteq \mathbb{P}^2_{[v_1:v_2:v_3]}, \quad \text{with} \quad \phi = c(v_1^3 + v_2^3 + v_3^3) - (2 + c^3)v_1v_2v_3,\]

\[L = \mathcal{O}_{\mathbb{P}^2}(1)|_E,\]

\[\sigma[v_1 : v_2 : v_3] = [cv_2^2 - v_1v_3 : cv_1^2 - v_2v_3 : v_3^2 - c^2v_1v_2].\]

Further, \(\{x_1 = x, x_2 = y, x_3 = z\}\) is a good basis of \(S_1\), and the generators \(\{z_1, z_2, z_3\}\) are of the form (2.33).

Representation-theoretic results on \(S\) are given by Theorem 1.3 in the case \((n, 3) = 1\). Here, \(Y = \text{maxSpec}(Z) = \mathbb{V}(F) \subseteq \mathbb{A}^4_{(z_1,z_2,z_3,0)}\), which admits an action of the group \(\Sigma := \mathbb{Z}_3 \times k^\times\). The singularity locus \(Y^{\text{sing}}\) of \(Y\) is the origin \(\{0\}\), and the \(\Sigma\)-orbits of the symplectic cores of \(Y\) are \(Y \setminus Y_0, Y_0 \setminus \{0\}\) and \(\{0\}\), with the first two orbits corresponding to the Azumaya part of \(Y\). So, the maximal ideals in \(Y \setminus \{0\} = [Y \setminus Y_0] \cup [Y_0 \setminus \{0\}]\) are central annihilators of irreducible representations of \(S\) of maximum dimension \((=2)\). The maximal ideal corresponding to the origin is the central annihilator of the trivial \(S\)-module \(k\). This is consistent with [35, Theorem 1.3]; see [31, Theorem 7.1].

8.2. PI degree 6. By [35, Propositions 1.6 and 5.2], we take the 3-dimensional Sklyanin algebra \(S = S(1,-1,-1)\), which has PI degree \(6\) (cf. [2, (0.5)]). A computation shows that \(\sigma_3^2, -1, -1\) is the permutation \(\rho_3\). So by Remark 2.27, we have that for \(\zeta = e^{2\pi i/3}\), the elements

\[x_1 := x + y + z, \quad x_2 := x + \zeta^2y + \zeta z, \quad x_3 := x + \zeta y + \zeta^2 z\]
form a good basis of $S$, and the following elements are generators of its center:

$$z_1 = x_1^6, \quad z_2 = x_2^6, \quad z_3 = x_3^6, \quad g = x^3 - yxz.$$ 

Here, $s = 2$ and take

$$u_1 = x_1^2, \quad u_2 = x_2^2, \quad u_3 = x_3^2,$$

so that $z_i = u_i^3$ for $i = 1, 2, 3$. With the aid of the GBNP package of the computer algebra system GAP [16], a calculation shows that the relation $F$ of $Z$ is

$$F = g^6 + 3\ell g^4 + 3\ell^2 g^2 + \Phi(z_1, z_2, z_3)$$

where $g^2 + f_3(u_1, u_2, u_3) = 0$ in $Z(S^{(3)})$, and

$$\ell = \frac{1}{108} (z_1 + z_2 + z_3), \quad \Phi = \ell^3 - \frac{1331}{373248} z_1 z_2 z_3, \quad f_3 = \frac{1}{108} \left( u_1^3 + u_2^3 + u_3^3 - \frac{132}{8} u_1 u_2 u_3 \right).$$

We will now see that representation-theoretic results on $S$ are consistent with Theorem 1.3 in the case $(n, 3) \neq 1$. Here, $Y = \text{maxSpec}(Z) = V(F) \subseteq \mathbb{A}^4_{(z_1, z_2, z_3, g)}$, which admits an action of the group $\Sigma := \langle f \rangle$. The singularity locus $Y_{\text{sing}}$ of $Y$ is the union of curves $C_1, C_2, C_3$, where

$$C_1 = \left\{ z_1 = -108 g^2, \quad z_2 = z_3 = 0, \quad g \text{ free} \right\},$$

$$C_2 = \left\{ z_2 = -108 g^2, \quad z_1 = z_3 = 0, \quad g \text{ free} \right\},$$

$$C_3 = \left\{ z_3 = -108 g^2, \quad z_1 = z_2 = 0; \quad g \text{ free} \right\},$$

each curve is invariant under dilation (1.2) (cf. Lemma 5.4). Now for $\gamma \in k$, we have that $Y_{\gamma = 0}^{\text{sing}}$ is the origin, and that

$$Y_{\gamma \neq 0}^{\text{sing}} = \left\{ (-108 \gamma^2, 0, 0), (0, -108 \gamma^2, 0), (0, 0, -108 \gamma^2) \right\}$$

the union of 3 distinct points. The $\Sigma$-orbits of the symplectic cores of $Y$ are

$$Y \setminus (Y_0 \cup C_1 \cup C_2 \cup C_3), \quad (C_1 \cup C_2 \cup C_3) \setminus \{0\}, \quad Y_0 \setminus \{0\}, \quad \{0\},$$

with the first and third orbits corresponding to the Azumaya part of $Y$. So, the maximal ideals in $[Y \setminus (Y_0 \cup C_1 \cup C_2 \cup C_3)] \cup [Y_0 \setminus \{0\}]$ are central annihilators of irreducible representations of $S$ of maximum dimension (=6). The maximal ideal corresponding to the origin is the central annihilator of the trivial $S$-module $k$.

Finally, we illustrate Theorem 1.5 for the Sklyanin algebra $S(1, -1, -1)$ (of PI degree 6). Using the $\Sigma$-action we only need to display three non-isomorphic 2-dimensional irreducible representations of $S$ annihilated by $m \in \text{maxSpec}(Z)$ corresponding to a point $p$ on $C_1 \setminus \{0\}$. Take $p = (-108(4)^2, 0, 0, 4) \in C_1$. Then considering the representation $\varphi$ of $S$ (in terms of its good basis), we get that the three representations $\varphi, \zeta \varphi, \zeta^2 \varphi$ fulfill our goal:

$$\varphi(x_1) = \begin{pmatrix} 3 - i & -1 - i \\ 1 - i & 3 + i \end{pmatrix}, \quad \varphi(x_2) = \begin{pmatrix} -i & -\zeta - i \zeta^2 \\ \zeta - i \zeta^2 & -i \end{pmatrix}, \quad \varphi(x_3) = \begin{pmatrix} -i & -\zeta^2 - i \zeta \\ \zeta^2 - i \zeta & -i \end{pmatrix}.$$
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