Quantitative uniqueness of elliptic equations

Jiuyi Zhu

ABSTRACT. Based on a variant of frequency function, we improve the vanishing order
of solutions for Schrédinger equations which describes quantitative behavior of strong
uniqueness continuation property. For the first time, we investigate the quantitative
uniqueness of higher order elliptic equations and show the vanishing order of solutions.
Furthermore, strong unique continuation is established for higher order elliptic equations
using this variant of frequency function.

1. Introduction

We say the vanishing order of solution at z( is [, if [ is the largest integer such
that D*u(zg) = 0 for all |a] < [. It describes quantitative behavior of strong unique
continuation property. It is well known that all zeros of nontrivial solutions of second order
linear equations on smooth compact Riemannian manifolds are of finite order [Ar|. In
the papers [DF| and [DF1], Donnelly and Fefferman showed that if u is an eigenfunction
on a compact smooth Riemannian manifold M, that is,

—Apu = Au, in M

for some A > 0, then the maximal vanishing order of © on M is less than C'v/\, here C
only depends on the manifold M. Kukavica in [Ku| considered the vanishing order of
solutions of Schrodinger equation

(1.1) —A pu =V (x)u,

where V(xz) € L>®°(M). He established that the vanishing order of solution in (1.1) is
everywhere less than

(1.2) C(1+ (sgp V)2 + osc(V)?),

where Vi (z) = max{V(x), 0}, osc(V) = supV — infV and C only depends on the
underlying domain M. If V € C'(M), Kukavica was able to show that the upper bound
of vanishing order is less than C'(1 + ||V||c1), where |V]|c1 = ||V ||z~ + [|[VV || L=. Based
on the Donnelly and Fefferman’s work in [DF|, Kukavica conjectured that the rate of of

1
vanishing order of u is less than C'(1 + ||V]|2..) for the cases of V € L>* and V € C'. For
the upper bound in (1.2), it agrees with Donnelly and Fefferman’s results in the eigenvalue
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case V(z) = A. Recently Kenig [K]| considered a similar problem which is motivated by
his work with Bourgain in [BK] on Anderson localization for the Bernoulli model. Kenig
investigated the following normalized model. Let

(1.3) Au(z) = V(z)u(x) in By, with [|[V]ie <M and |u|p~ < Co,

where By is a ball centered at origin with radius 10 in R". Assume that sup, < [u(z)| > 1
and M > 1. Kenig established that

(1.4) H'LLHLOO(BT) > alr“ﬁ(M) as r — 0,

where ay, as depend only on n, Cy and 3(M) depends on M. By exploiting the Carleman
estimates, Kenig proved the (M) = M 5. He also pointed out that the exponent % of
M is sharp for complex valued V' based on Meshkov’s example in [M]. On the basis
of Donnelly and Fefferman’s work, Kenig asked if 5(M) = M 2 can be achieved for real
u, V. Very recently, Bakri in [B] considered (1.1) in the case of V(z) € C'. He obtained
that the vanishing order of solutions in (1.1) is less than C'(1 + /||V||c1). His proof is
an extension of the Carleman estimates in [DF]. It is worthwhile to mention that the
vanishing order of solutions is closely related to the study of eigenfunctions on manifolds.
We refer to the survey [Z] for detailed account.

We are especially interested in the model (1.3). Our first goal in this paper is to address
the above problems. Relied on a variant of frequency function, we are able to verify that
B(M) = Mz is indeed true for the case of V(z) € W in (1.4). In particular, our result

also confirms that the vanishing order of solutions in (1.1) is less than C'(1+ |]V||‘1,ﬁoo) if
Ve whee,

THEOREM 1. Assume that V(z) € WH*(Byg). Under the assumptions in (1.3) with
|V lwie < M, the maximal vanishing order of w in (1.8) is less than Cv/ M, where C
depends on n and Cjy.

Generally speaking, the Carleman estimates and frequency function are two princi-
pal ways to obtain quantitative uniqueness and strong unique continuation results for
solutions of partial differential equations. Carleman estimates were introduced by Carle-
man, when he studied the strong unique continuation property. Carleman estimates are
weighted integral inequalities. See e.g. [H], [JK], [K], [KRS], [KT], [S], [W], to just
mention a few. In order to obtain the quantitative uniqueness results for solutions, one
uses the Carleman estimates with a special choice of weight functions to obtain a type of
Hadamard’s three-ball theorem, then doubling estimates follow. The vanishing order will
come from the doubling estimates. The frequency function was first observed by Alm-
gren [A] for harmonic functions. The frequency function controls the local growth rate
of u and is a local measure of its “degree” as a polynomial like function in B,. See e.g.
(GL], [GL1], [Lin|, [HL], [Ku], [Kul], etc. Garofalo and Lin in [GL], [GL1] showed
its powerful applications in strong unique continuation problem. The frequency function
Garofalo and Lin investigated for equation (1.3) is given by

~ rD(r)
- H(r)
where H(r) = [,z u?do and D(r) = [; [Vu|* +Vu?dz. After one proves certain mono-

tonicity of N(r), the doubling estimates will follow by a standard argument. In [GL],
it was shown that ¢“”N(r) was monotone nondecreasing. However, C' depends on the

(1.5) N(r)
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norm of V. It can not give the optimal bound for the vanishing order of solutions.
Kukavica considered almost the same frequency function in [Ku]. He was able to move
the norm of V' away from the exponential, but it only gave the aforementioned bound
C(1+ (supg V42 +0sc(V)?) due to the limitations of the method. Some of the limitations
come from the fact that one can not explore H’'(r) more because of its integration on the
boundary of balls. Instead we consider a variant of (1.5). See our variant of frequency
function for Schrodinger equations in section 2 and the frequency functions for high order
elliptic equations in section 3 for the details. First, we establish a monotonicity property
of this new variant of frequency function. Second, based on the monotonicity results,
it leads to a L2-version of Hadamard’s three-ball theorem, which further implies a L*-
version of Hadamard’s three-ball theorem by elliptic estimates. At last, by a propagation
of smallness argument, we derive the vanishing order of solutions.

Higher order elliptic equations are also important models in the study of partial dif-
ferential equations. A nature question is to study the quantitative uniqueness of higher
order elliptic equations. Our second goal is to investigate the vanishing order for solutions
of higher order elliptic equations. We consider this normalized model:

(1.6) (—=A)™u(z) = V(z)u(z) in By with |[V]pe <M and ||ulp~ < Cp.

We also assume that supj,<; [u(z)] > 1 and M > 1. To the best of our knowledge,
the explicit vanishing order as Theorem 1 seems to be unknown for higher order elliptic
equations. By exploiting this variant of frequency function, we are able to obtain the
following theorem.

THEOREM 2. Assume that V(z) € L®(Byy) and n > 4m. Under the assumption in
(1.6), the maximal order of vanishing of u in (1.6) is less than CM, where C depends on
n, m and Cjy.

Unlike the Laplacian operator in (1.3), new difficulties arise since some kind of “sym-
metry” is lost for higher order elliptic equations. Our idea is to break the higher order
elliptic equations into a system of semilinear equations. However, it still does not give
the most desirable result as Theorem 1. We also develop a L*-version of Hadamard’s
three-ball theorem by exploring W?2™P estimates for higher order elliptic equations (see
section 3 for the details). Compared with the frequency function argument, it seems to
more difficult to obtain the vanishing order of solutions for higher order elliptic equations
by Carleman estimates.

The quantitative uniqueness has applications in mathematical physics. For instance,
the vanishing order of solutions plays an important role in [BK] on Anderson localization
for the Bernoulli model. Suppose that u is a solution of

(1.7) —Au=Vu in R",
where ||V~ <1, JJul|p~ < Cp and u(0) = 1. Let

M(R) = inf sup |u(x)]
|$0|:R31($0)

for R large. By using the result of (1.4), Bourgain and Kenig in [BK] showed that

M(R) > Cexp(—CR? log R),
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where C' depends on n and Cy. We can consider a similar quantitative unique continuation
problem as (1.7) for higher order elliptic equations. Suppose that u is a solution to

(1.8) (=A)™u=Vu in R

where ||V ]|z < 1, |Jul/z= < Cp and u(0) = 1. Theorem 2 implies that following corollary
for higher order elliptic equations.

COROLLARY 1. Let u be a solution to (1.8) and n > 4m. Then
M(R) > Cexp(—CR*"log R),
where C depends on n, m and Cjy.

An easy consequence of Theorem 2 is a strong unique continuation result for higher
order elliptic equations when n > 4m. Due to the conclusion in Theorem 2, the solutions
will not vanish of infinite order when n > 4m. Without using the conclusion of Theorem
2, we are also able to give a proof based on this variant of frequency function. We refer
to, e.g. [CG], [LSW], for the strong unique continuation results of higher order elliptic
equations by using Carleman estimates. Assume that

(1.9) (—=2A)™u(z) = V(z)u(x) in Q,
where V(z) € L2(Q). A function u € L2 (9) is said to vanish of infinite order at some

loc

point xg € Q if for R > 0 sufficiently small,
(1.10) / u? dz = O(RY)
Br(zo)

for every positive integer N. We are able to establish the following theorem.

THEOREM 3. Ifu in (1.9) vanishes of infinite order at some point xq € Q, then u =0
mn 2.

The outline of the paper is as follows. Section 2 is devoted to obtaining the vanishing
order of Schrodinger equations. In Section 3, the vanishing order of higher order elliptic
equations is shown. In section 4, we obtain the strong unique continuation for higher
order elliptic equations. In the whole paper, we will use various letters, such as C, D,
FE, K, to denote the positive constants which may depend n and m, even if they are not
explicitly stated. They may also vary from line to line. Especially the letters do not
depend on V in section 2 and V in section 3.

2. Schrodinger equations

In this section, we focus on the maximal vanishing order of solutions in (1.3). Let
xo € B;. We define

(2.1) H, (r)= / uQ(r2 — |z — .:L'o|2)a dx.
B (o)

The value of the constant o« > 0 will be determined later on. We can assume that
B, (z¢) C By by choosing r suitable small. Without loss of generality, we may assume
xog = 0 and denote B,.(0) as B,, that is,

H(r):/ w2(r? — |z2)* da.

T
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The advantage of the weight function (r? — |z|?)® in the integration is that the boundary
term will not appear whenever we use divergence theorem. Moreover, the value of o will
help reduce the order of vanishing. The function in (2.1) appeared in [Ku2] for the study
of vortex of Ginzburg-Landau equations. We will also omit the integration on B, when it
is clear from the context. Taking the derivative with respect to r for H(r), we get

H'(r) = 2ar/u2(r2 — |z|*)* ! da.

Because of the presence of the weight function, as we mentioned before, there are no
terms involving integration on the boundary. One of it’s advantage is that it simplifies
our calculations in the following. Furthermore,

H'(r) = u?(r? — |z|?) d:c—i——/ — |z[*)* z|? do
2a

1
— CHE) =2 [ WPVt - 2 de.
. (r) T/ua: V(r |x|*)* dx

Applying the divergence theorem for the second term in the right hand side of the latter
equality, we get

(2.2) H'(r) = 2"‘: “Hr) + mm),
where
(2.3) I(r) = 2(a + 1) / (- Tu)u(r? — |22)° dz.
Using the divergence theorem again for I(r), it follows that
I(r) = — /uVu SV (r® — |zt dr
(2.4) = / (Vul?(r? — 22> da + /VuQ(r2 — |z|*)** da,

where we perform integration by parts and use the equation (1.3) in the last equality.
We define our variant of frequency function as

I(r)

H(r)

Next we are going to study the monotonicity property of this special type of frequency

function N(r). We are able to obtain the following result.

(2.5) N(r) =

LEMMA 1. There exists a constant C' depending only on n such that
N(r) + C|V]|wreer?
is nondecreasing function of r € (0,1).

PROOF. To consider the monotonicity of N(r), we shall consider the derivative of
I(r). By taking the derivative for I(r) in (2.4) with respect to r,

I'(r) = 2(a + 1)7’/ IVul?(r? — |2[*)* dx + 2(a + 1)r/Vu2(r2 — |z|?)* du.
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We simply the first term in the right hand side of the latter equality. It yields that
2 1 1
rey = Aotb [ 19 =ty tde = 090 = oy Vil da
r r
+2(a + 1)7’/Vu2(7“2 — |2} d.

Integrating by parts for the second term in the right hand side of the last equality gives
that

2(a+ 1 — 2
]/(T) — M/|vu|2(r2 o |x|2)a+1 dr + Z ;/ajuajﬂm,’l(Tj _ |x|2)a+1 dx
j,l=1

+2(a + l)r/u2V(r2 — |z|*)* da.

We do further integration by parts for the second term in the right hand side of the
last inequality with respect to jth derivative. It follows that

') = W/wuy?(r? ~ o)t de =2 [ Au(Vue2)(r? — [of?) da
<2 1o e taa s N [ a2 pras
r r

+2(a + 1)7“/Vu2(7“2 — |2 dx

2 p
— a—+n / |Vu|2(r2 _ |x|2>a+1 dr — —/Vu(Vu . ZL’)(T2 . ‘l’|2)a+1 d
r T
4 1
+ (04: ) /(Vu c2)2(r? = |22 dz + 2(o + 1)71/Vu2(7a2 ~z[?)* da,

where we have used the equation (1.3) in the latter equality. We want to interpret the
first term in the the right hand side of the last equality in terms of I(r). In view of (2.4),
we have

20+ n 20+ n

re) = =)

+—4(a:— D /(Vu cx)?(r? — |z|*)* dx 4 2(a + 1)T/Vu2(7’2 — |z|*)* da.

/VuQ(r2 — |zt dr — %/VU(VU o) (r? — |2 do

We breaks down the second term in the last equality as

20+ n
r

/VU2(T’2 - ’$|2)a+1 dr = (2& +n)r/Vu2(r2 _ ‘x’2)a dr

20 +n
T

/Vuz('rz ~ e2)e 2 da.

Substituting the latter equality to I'(r), one obtains

I'(r) = 204:- TL[(T) +(2— n)T/VUZ(Tz — |z|*)* dw + 2a+n /VuQ('rz )|z de
4 1 9
+$ /(Vu . x)2(r2 _ |$|2)04 dr — ;/VU(VUJ . [17)(7“2 . |:L'|2)0‘+1 de.
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Applying the divergence theorem for the last term in the right hand side of the latter
equality and considering the fact that V' € W™ we arrive at

I'(r) = 204 1)+ (2 - n)r/Vu2(r2 — |z[)* dw + 2atn /vu2(r2 — |2[?)®|z[? dw
T
+—4(a:— D /(Vu c2)?(r? — |z|*)* da + % /(VV co)uP(r? — |zt do

2 1
ﬂ/vu?(r? — 2 )+ d — M/vzﬂ(r? — |z[2)%|z]? da.
T T

Combining the third term and seventh term in the right hand side of the latter equality
gives that

I'(ry > 20+ n](r) + (2 - n)r/VuQ(r2 — ]9v|2)CY dx + n-2 /VUQ(T2 — |x|2)a|x|2 dx
r
—l—w /(Vu cx)?(r? — |z|*)* dx + ! /(VV cx)ut(r? — | )t do
r r

+E/Vu2(r2 — [a]?)* " da.
r
By the definition of H(r) in (2.1) and the assumption that 0 < r < 1, we obtain
2 4 1
atn +M/(vu-x)2(r2—|x12)adx.

. I(r)— Bn+5)r|V]wi~H(r) .
In order to find the monotonicity of N(r), it suffices to take the derivative for N(r) with
respect to r. Taking H'(r) in (2.2) and I'(r) in (2.6) into consideration, we get

I'(r)H(r) — H'(r)I(r)

(2.6) I'(r) >

A )
> 1/H {2 LR 1) H(r) — B+ 5)rIV e HE)
+M /(Vu cx)?(r? — |zH)” dx/uQ(r — |z|*)* dx — 2&:n](r)H(r)
1 2
Sarn

> 1/H*(r){ = Bn+5)r||VlwueH?(r) — M(/(m - Vu)u(r® — |z*)” dm)2

da+1
Gt
T

/(Vu 2202 — |z )e da:/’zf(r ~|2?) de),

where we have used I(r) in (2.3) in the last inequality. By Cauchy-Schwarz inequality,
we know

(/(a:-Vu)u(r2— jz[?) da)? g/(Vu-a:)z(rz— ]x\z)adx/uz(r— |2[2)® da.

We finally arrive at
N'(r) z =@Bn+5)r|[V]wie,

which implies the conclusion in the lemma. 0
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Let us compare more about the our variant of frequency function and that in [GL].
Both lead to monotonicity property. Unlike the monotonicity results in [GL], the function
V(x) is moved away from the exponential in Lemma 1 . Our monotonicity result only
relies on the polynomial growth of V' (z). More important, the positive position C' and the
radius r do not depend on V' in Lemma 1. The fact that r is independent of V' is crucial
in the propagation of smallness arguments in the proof of Theorem 1. With the help of
monotonicity of N(r), we are going to establish a L*-version of Hadamard’s three-ball
theorem. For the variants of Hadamard’s three-ball theorem, see e.g. [JL] and [Kul].
We also want to get rid of the weight function (r? — |z|?)* in our function H(r). In this
process, the value of « helps reduce the coefficient in the following three-ball theorem,
which provides better vanishing order. This is another advantage we introduce the weight

function. Let
h(r) = / u? dx.
B, (z0)

Without loss of generality, we may assume xy = 0. We can easily check that

(2.7) H(r) < r**h(r)
and
(28) h(?“) S %

for any 0 < r < p < 1. We are able to obtain the following three-ball theorem.

LEMMA 2. Let 0 <1y <71y <2ry <rs<1. Then

a s
(2.9) h(rs) < exp (CVM )k (1) kot (r3),
where
ap = log 3
0 27’2
and )
Bo = log =2
1

PrOOF. From (2.2), we have

H'(r) 2a+n 1
2.10 = N(r).
(2.10) H(r) r * (a+1)r (r)
Taking integration from 2r, to r3 in the last identity gives that
H(T’g) T3 1 /r3 N(T)
2.11 1 =(2 log — dx.
(2.11) %8 Flary) ~ 2ty o ), e
By the monotonicity result in Lemma 1, it follows that
H(rs) "3 2 rs  CV]wie ,

> (2 log — N(2 Cl|V]||lwrersy) log — — ————r3,
that is,

log 5(r3) 4+ AWViwico 2 1

(2r2) a+1 3

2ro
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If we perform similar calculations on (2.10) by integrating from r; to 27y, we deduce that

H(2ry) 2ry 1 / 2 N(r)
1 = (2 log — d
©8 H(ry) (2a4n)log 7"1+04~|—1 r
< Qotn)log 24 L 1og 22 2(V(2r2) + CIV 1)
JR— 0og —— T 1,00T
< (2a+n)log T ar1 g 2 WiooTs
Namely,
1 08 I{((2T:2)) 1 N C 2
(2.13) TogZz S < (2a+n)+ oz—+1( (2r2) + Cl|Vlwreer3)
Combining the inequalities (2.12) and (2.13), note that ||V||y1.« < M, we conclude that
H(r H (279
log H((Q: )) +ori7s _ log H((rl))
(2.14) 1 > 0
0g 3= og 32
Thanks to (2.7) and (2.8), we have
H
log (rs) < log(r3*h(r3)) — log(3r2)* — log h(r)
H<27”2)
4
< 2alogrs + log h(rs) — 2alog(2re) — log h(rs) + alog 3
Therefore,
log sl | CM .2 log ™M) logd — CM,2
(2.15) H(2r2) at+1’3 <20+ h(rrg) «Q Ogrrg at1 3.
log 3 log 32 log 32 log 5%

We conduct the similar calculations as above for log I};((Q:f)) in (2.13). Using (2.7) and (2.8)
again,

H(QTQ)

1 1 32ah _1 2a_1 h
o8 iy 2 los(8rE)h(r) ~ logri® ~logh(n)

V

4
> 2alog(2ry) — alog 3 +log h(re) — 2alogry — log h(ry).

So we obtain that

log H ) alogi log wlra)
(2.16) A GYRP Yk hn).
log TLf log rLf log :12
Taking (2.14), (2.15) and (2.16) into account, we get
h(rs) h(r2)
log h(,é) «Q log % Sﬁ 7’3 B (0 log % log h(r?) '
log 3% log 3% log 3 log 27% log 2:12
Namely,
4 h(?‘g) CM 2 h(Tg)
log - 1 ——7r3) > apl .
(ag + Bo)alog 3 + Bo(log h(ra) + " 17"3) > o log h)

Taking exponentials of both sides implies that

h(rs) < exp(C( r2))heot 5 (1) )0 5o (13).
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Note that 0 < r3 < 1. As we know, the minimum value of the exponential function in the
last inequality will be achieved if we take o = v/ M. Hence

h(ry) < exp (C’\/M)h%?ﬁo (rl)haoﬁj?ﬂo (r3),

where C'is a constant depending only on n. We are done with the L?-version of three-ball
theorem. ]

From the above lemma, one can see that the appearance of o reduces the exponent
of exponential in the L?-version of three-ball theorem. Thanks to Lemma 2, we are able
to establish a L*-version of three-ball theorem, which will be used in the propagation of
smallness argument.

LEMMA 3. Let 0 <1y <ry <2ry <rs<1. Then

2
T —_ (e «
(2.17) [ull 2o (@,,) < Cexp (CV M)(_—Bz) HUHLif%T | IILQ?B?T
rs T2 3)
where .
—log — 3
o8 2(7”2 + 7”3)
and ,
—(7”2 + 7"3)
By = log —— , :
1

PROOF. Using the standard elliptic theory for the solution in (1.3), we have
(2.18) [ull e @) < CIV Iz +1)2072 [Jull L2g,),
here C' does not depends on . By some rescaling argument,
lull e,y < CUV e + 1% (p = 1) 72 ullz2s,)
for 0 <r < p < 1. Then
lull e,y < CUV Iz +1)2 (rs = 2r2) "% [Jull 2,10y -
-3

Taking advantage of Lemma 2, we deduce that

lull 2o, < CUIV L= +1)% (rs = 2r2) 7275 exp (CV )HUHC”WH) lu ||zé°_‘—([§7“3 )
Recall that ||V < M. Thus, we arrive at the conclusion. O

Now we are ready to prove Theorem 1. We apply the idea of propagation of small-
ness which is based on overlapping of three-ball argument. Similar arguments have been
employed in [DF].

PROOF OF THEOREM 1. We choose a small r such that

sup |u| = e.

Bz (0
Obviously, € > 0. Since sup, <; [u(z)| > 1, there exists some Z € B, such that u(z) =
Sup|, <1 [u(z)] > 1. We select a sequence of balls with radius r centered at x, =
0, x1,--+,xq so that z;;; € ]B%%(xi) and Z € B,(z4), where d depends on the radius r
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which we will fix later on. Employing Lemma 3 with 7, = £, ro = r, and r3 = 3r and the
boundedness assumption of u, we get

lull @,y < Cre” exp (CVM)
9
where 1 < 0 = llzggg < 1 and C] depends on the L**-norm of wu.
Iterating the above argument with Lemma 3 for balls centered at x; and using the fact
that ||u|’L°°(Bg($i+1)) < HUHLOO(]Br(Ii))a we have

wll oo (B, 2 < Cie™* exp (E;V M)

for i =0,1,--- ,d, where C; is a constant depending on d and L*°-norm of u, and D;, E;
are constants depending on d. By the fact that u(z) > 1 and z € B,(z4), we obtain

sup |u| =€ > Kjexp (—KyV M),

By (o)

where K is a constant depending on d and L*-norm of u, and K5 is a constant depending
on d.

Applying the L type of three-ball lemma again centered at origin again with r, =
5 > 11 and r3 = 3r, where 71 is sufficiently small, we have

ay B1

Kiexp (—KyvM) < Cexp (C\/M)Hqué:(%rl) R

Recall that Cy is the L* norm of v in Byy. Then
(2.19) K™ exp (=(1+ ) Ko VM) < lull1=s,,)
where K3 depends on d and L* norm of u, K4 depends on d, and

B log gr — logm
o log%

9 1
= — K5+ log - log —
7 ™

with constant K5 > 0 depending on r. Now we can fix the small r. For instance, let

r = 1&5- Then the number d is also determined. The inequality (2.19) implies that

lull ez, = Kori™™,
where the constants Kg, K7 depend on the dimension n and Cy. Therefore, Theorem 1 is
completed. O]

3. Higher order elliptic equations

In this section, we consider the vanishing order of solutions for the higher order elliptic
equations. As far as we know, the explicit vanishing order seems to be unknown in the
literature. Due to the complexity of its structure, we decompose the model in (1.6) into
a system of m semilinear equations, that is,

—Aul = Uy,
(31) —AUZ = %+1, Z:2, ,m — 1,
—Au,, = Vu.
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Note that u; = u. Inspired by our frequency function in section 2, it is nature to consider
the following function for the system of semilinear equations in (3.1). Let

(3.2) Z/ ul(r? — |z — x0|*)* da.

As before, we may assume ry = 0 and omit the integration on B, if it is clear from the

context. Namely,
= Z/uf(r2 — |z|?)* dx
i=1

The value of the constant o > 0 will be determined later on. If one takes derivative for
H(r) with respect to r, following the similar calculations in section 2, one has

H'(r) = 2047“2/ —|z|*)*  da
_ TQZ/U?(T2— 2f?) dx+—2/ Py e de
(3.3) = —H ——Z/ux V(r? —|z*)*d

Performing the divergence theorem for the second term in the right hand side of the last
equality, we obtain that

20 +n 1
H(r)+ ————
r (a+1)r

(3.4) H'(r) = I(r),

where
(3.5) I(r)y=2(a+1) Z/:c Vu)ui(r? — |x*)* dx.
i=1

Applying the dlvergence theorem on I(r), we have

=1
(36) - Z/ ‘VUZ‘|2(7’2 - |x|2)a+1 dx + Z/Aulul(rz — |5L’|2)a+1 dzx.
=1 i=1

Considering the systems of equations (3.1), it follows that

m m—1
(3.7) I(r) = Z/ |V 2 (r? — |z do — Z /Ui+1Ui(r2 — |z[*)** da
i=1 i=1

— /Vumul(TQ — |zt da.

For the higher order elliptic equations, we define our variant of frequency function as
I(r)
H(r)

(3.8) N(r) =
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Since we are dealing with more complex structure, more careful calculations are devoted.
Different from the semilinear equation case, higher regularity, i.e. V(z) € W seems
not be helpful. We consider the case that V(z) € L>. We are able to obtain the following
the monotonicity property for the frequency function N(r).

LEMMA 4. There exists a constant C' depending only on n,m such that
exp (C’r)(N(r) +a(|[V]|zee + 1) + (V|2 + 1)2)
is nondecreasing function of r € (0,1).

PROOF. To obtain the monotonicity result, we shall consider the derivative of I(r).
Now differentiating /(r) in (3.6) with respect to r,

2 +1) & 1 &
[/ — Z.2 2 2a+1d _ = / i2 2 2ya+1 | d
(r) — ;_1 /|vu! (r? = |af*)** do — - ;_1: IV ?V (r? — |2]2)*H - 2 da

+2(a + l)rz / Augui(r* — |z*)* dr.
i=1
Integrating by parts for the second term in the right hand side of the latter equality,

, 2(a+1) +n & o
vy = LIRS v - o) o
=1

2 m n
+ Z Z/Oﬂui@juizl(TQ — |z[*)* ! da

i=1 I=1
+2(a+ 1)r Z / Auiui(r? — |z*)* d.
i=1

If one performs the divergence theorem with respect to jth derivative on the second term
in the right hand side of the last inequality, one has

20a+1)+n ik
(7 Y [ 1wl = ey
_g Xm:/(Vu . gj)Au»(fﬂ _ ’$‘2>a+1 dr — 2 m /|VU'|2(r2 _ |x|2)a+1 dx
' =1 Z l r =1 '

dla+1) & X m )
—i—% Z/(Vuz c2)?(r? — |o*)* do 4+ 2(a + 1)rZ/Auiui(r2 ) da
= =1

Using the equivalent system of equations in (3.1), it follows that

m m—1
2 2
I'(r) = O‘j” S :/|Vui\2('r2 —leP)ytda 4+ =Y :/(Vui-:(:)qu(rQ 2yt da
i=1 =1
2 7 2 2\ a+1 4(a+1) - 2.2 2\a
+ /(Vum-x)Vul(r — |z|*)* dr + - E_l (Vu; - x)°(r* — |z|*)* dx

m—1
—2(a+ 1)r Z /ui+1ui(r2 — |2|*)* dw — 2(a + 1)7”/Vu1um(r2 —Jz?)° da.
i=1
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We want to transform the first term in the right hand side of the latter inequality in term
of I(r). Taking (3.7) into consideration and performing some calculations, we have

200+ n

I'(r) = I(r)+ (n—2)r 2_: /ui+1ui(r2 — |z|*)* dz

r

m—1
— 2
+(n — 2)T/Vumu1(r2 — |z dz — atn Z /uiﬂui(r? — |z|*)*|z|? dx
i=1

r

r

2 — 4 Dhe
_ca T /Vumu1(7“2 - |x|2)a|x|2dx + # Z/(Vuz : $)2(T2 - ‘x|2)a dx
i=1

m—1
2 2 —
+; ZZI /(VUZ . x)uz’+1<r2 _ |x’2)a+1 dx + ; /(Vum . l’)vul(r2 _ |$|2>a+1 dr.

Now we estimate each term in the right hand side of the last equality. Using Holder’s
inequality and the definition of H(r) in (3.2), we obtain

(n—2)r Z /ui+1ui(r2 —|z|))*dr + (n— 2)7“/Vumul(r2 — |z|*)* dz
(3.9) > —Cr([[V]~ +1)H(r)

and

m—1
2 2 —
_satn Z /ui+1ui(7‘2 —|z|))*xPdx — a:—n /Vumul(TQ — |z|*)*|z|? dx

T -
i=1

(3.10) > —(2a 4+ n)r(||V]|ze + 1) H(r).

Similarly, by Holder’s inequality,
9 m—1 m—1
- > /(Vui ) (7 = o) de > —2) / IV (% — |z]?)* da
i=1 =1

m—1
(3.11) —QZ /U?_H(T? — |zt do
i=1

and

2 —
< /(vum . l‘)vul(’l“Q _ |x|2)a+1 dr 2 _2/ |Vum|2(r2 _ |$|2)o¢+1 dx

r

(3.12) —IV||7 /u?(r2 — |z|*)** da.

For the ease of the notation, let
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Combining the inequalities (3.11) and (3.12) and taking (3.7) into account, we get

m—1

2 —
;/(Z(Vuzx)uzﬂ + (2 Vu)Vu)(r® — [z)*)* da
i=1
> —CZ/WUZ-F(#— |[2)°+ da

—C’v /\ul — |zt dx

v

—CI(r )—CU rH(r)
—C /(Z Ui Ui + V) (r® — |z)?)* ™ do
(3.13) > —CI(r) — Cv*rH(r).

Therefore, together with (3.9), (3.10), and (3.13),

> 201~ 01(r) ~ Clow + ) H()

Hat1) Z/VuZ 2(r? — |x|?)™ du,

where C' depends only on n and m. In order to get monotonicity of the frequency function,
we differentiate N(r). Recall H(r) in (3.2) and H'(r) in (3.4).

M) = LR H

1 200 +n 2\ 172
> gl LHE) = CIEH() = Clav +v*) HA )

+ﬂ§ﬁgﬂwmg u|w2/w — [af?)" da

2 1
a+n IQ(T)}

I(r)H(r) —
! Hat1) )2 (r? = |z x Uu; T dx
H2(r){ , Z/(Vuz ) | | “d Z/| i — | |

r (a+1)r
=1

HatD) Z/Vuz z)u;(r® — |z[*)* dz — CI(r)H(r) — C(av + v*)H?(r) },

I'(r)

v

where we have used I(r) in (3.5) in the last inequality. By Cauchy-Schwartz inequality,
N'(r) 4+ CN(r) + C(av +v*) > 0.
Consequently,
exp (Cr)(N(r) + av + v*) is nondecreasing.
We complete the proof of the lemma. O
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As the conclusion in Lemma 4 indicates, the monotonicity property only relies on
the polynomial growth of V' and r does not depend on V. We are going to establish a
L?-version of three-ball theorem. For convenience, let

N(r) =exp (Cr)(N(r) + av +v?).

We also need to remove the weight function (72 — |z|*)* in H(r). As in the section 2, let

h(r) = / uj dx.
; By (o)

As usual, we will omit the dependent of the center of xy for the ball. It is easy to check
that

(3.14) H(r) < r**h(r)
and
(3.15) h(r) < %

forany 0 <r <p<1.
Based on the monotonicity of N(r) in the last lemma, we are able to establish the
following L?-type of three-ball theorem.

LEMMA 5. Let 0 <7ry <1y <2ry <rs<1. Then

g B2
h(rs) < (2’”—3)0M exp (CM)h® 15 (1)) h @17 (rs)

)
where
as = log 3
2 27’2
and
2
B = Clog =2,
T1
where C' depends only on n and m.
PROOF. From (3.4), we deduce that
H'(r) 2a+n 1
3.16 = N(r).
(3.16) H(r) r * (a+1)r (r)

On one hand, integrating from r; to 2ry on the equality (3.16) gives that

H (2 2 1 [*N
log (2r2) = (2a+n)log Rk / (r) dr

H(ry) o oa+1 ), r
27“2 N(2T2) 27‘2 av + U2 27"2
< (2 log 212 4 DNE2) 0 22 QU U 22
- (Oé‘i‘n) 08 1 * a+1 08 1 a+1 08 7“17

where we have used Lemma 4 in the last inequality. Namely,

log H(2ry)/H(r1) (20 +n) + av + v? < N(2rp)
a+1 — a+1’

3.17
( ) log 215 /11



QUANTITATIVE UNIQUENESS OF ELLIPTIC EQUATIONS

On the other hand, integrating from 2ry to r3 on the equality (3.16) implies that

H(rs) T3 1 /T?’ N(r)
1 = (2 log — d
8 Fay) — Zetmles st T
T3 1 — T3 av + U2 T3
> (2 log — —C)N(2ry)log — — —
2 (2a+n) og2r2+a+1exp( JN(2r2) Og2r2 atl * 2ry’
that is,
log H H(2 2 1 —
(3.18) 0g H{rg) [H2rs) _ g, 4y y SVHV o exp (—C)N(2r).

logrs/2rs a+1l ~—a+1
Taking (3.17) and (3.18) into considerations, we get

log H(2ry)/H (1) < ClogH(rg)/H(Qrg) ch+112

3.19 .
( ) log 2rs /11 - logrs/2rs a+1
Thanks to (3.14) and (3.15),
H(r
log H((ng)) < log(r3*h(r3)) — log(3r2)* — log h(ry)
4
< 2alogrs + log h(rs) — 2aclog(2ry) — log h(rs) + alog 3
Therefore,
H(r h(r
(3.20) log H((Q,?Q)) av + v? “ log hgrz; alogs  av+v?
' log 52 a+1l — log g2 logg:  a+1
We do the similar calculations for log % Using (3.14) and (3.15) again,
H(2
log (2r2) > log((3r3)*h(ry)) — log r2® — log h(r)
H(’f’l)
4
> 2alog(2ry) — alog 3 +log h(re) — 2alogry — log h(ry).
Thus,
log H2r2) log 4 log Mr2)
(3.21) A 5 94 - 2083 Mr).
log <=2 log 52 log <22
Taking (3.19), (3.20) and (3.21) into account, we have
log hlrs) alog 2 2 alogd log Bes)
h£g2) %33 +Cla+ av + v ) > ig 2(:;) ‘
log 72 log 3= a+1 log <2 log <2
Namely,
4 h(r3) av + v? h(rs)
log - log —= > aplog —=.
(a2 + B2)alog 3 + [z log 7i(r2) + agfa(a + a1 ) > azlog 1(r)

Taking exponentials of both sides and performing some simplications, we obtain

as3s o+ av + v?
ag + By a+1

h(rs) < exp ( )) exp (0)h w5 (1)) h w57 (r3).

17
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Since
23 <1lo
g —_—

s+ B T 27“2
we have

avtv @ B

A(r2) < (o2)( 55 exp (B3 (1 )b (1),
]

As we know, the minimum value of the function a4 - “”*“ is achieved in the case of o = v.

Recall that v = ||V||z~ + 1 < 2M. Therefore, the lemma is completed.
0

Again we need to establish a L*>-version of three-ball theorem. However, the classical
elliptic estimates as (2.18) does not seem to be known for higher order elliptic equations
in the literature. We will deduce a similar estimate by Sobolev inequality and a WW?2m»
type estimate. We first present a W?2™? type estimates for higher order elliptic equations
(see e.g. [LWZ]). Let u satisfy the following equation

(3.22) (—A)"u = g(z) in B.
Then we have

LEMMA 6. Let 1 < p < co. Suppose u € W?™P satisfies (3.22). Then there exits a
constant C > 0 depending only on n,m such that for any o € (0,1),

C(n,m)
(3.23) [ullwamrs,) < W(llgllm ) + lullzo@)-

Upon a rescaling argument, we have

C(n,m)
(3.24) fulhyanson < 7

0)2m R2m (RQm”g”LP(BR + [lul| o IBR))

for0 < R < 1.
Applying Lemma 6, we are able to establish the L*>-version of three-ball theorem for
the solutions in (1.6).

LEMMA 7. Let 0 <1ry <1y <dry <r3 <1 andn > 4m. Then

_n 3r oua3 a
(325)  [|ullz(e,,) < Cexp(CM)(rs — dry) ™% (5o )" ||ul jZE[lu] o

2(2ry +13) Lee (Bry) Lo (Bry)
where
o = log —13
2(2ry +13)
and

2
C’logTZT—:r?’.

By =

ProoOF. Thanks to Lemma 6 in the case of p = 2, we can estimate the solution in
(1.6) by the following

C _
HUHWMQ(BU) < W(HVHW + 1)HUHL2(B)
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By Sobolev imbedding inequality, if n > 4m,
C(o)

lull w2 5, m(llvllm + Dllull2@),

where C(o) depends on o, n and m. Applying Lemma 6 again with p = nfzm and the

latter inequality, note that p = —= 4m > 2,
Clo)
e L LU I ey
C(o) %4 2
< ————(|V]|lz= + 1 .
< o Pl + DRl

As we know n
||U||W2quo3) > CHUHLOO(B), if ¢g> o

Employing the above bootstrap argument finite times, e.g. k times, which depends only
on n and m and using the above Sobolev imbedding inequality, we get

C(o _
#(”VHL‘” + 1)fJull 2@y

[ullzeo@, 0 <

Let o

wh—‘

lelloe@,) < CIVIIze + Dl z2),

where C' depends on only n and m. If n = 4m, we will have the similar result by applying
the bootstrap arguments twice. By a rescaling argument, we have

[l Loo(s) < CUV I|zoe + 1907 [Jull L2g,),
if0<d< % Furthermore, we get
]l oo,y < CvE(p =) 2 |ul| 2@,
for 0 <r < p < 1. Recall that v = (||[V| 1= + 1) < 2M. Thus,
[l oo (@,,) < CM (rs — 2r2) " 2 ||ul| 12z

rotrg )
3

Based on Lemma 5 and the latter inequality, we deduce that

_n 313 M, -2 T1y, -2
3.26 o < C CM — 92 (2 ha+8 (=o' +8
(3.26)  |lullz=,,) < Cexp(CM)(rs — 2ry) (2(T2+r3)) (%) (r3),
where
— 1o _ 33
g2<T2+7‘3>

and

B = Clog —2(7‘2 + TS).

37"1

Taking Lemma 6 and (3.24) into account with p = 2, we have
™ — —om
W) < OVl + Dr? " ull 2.,
and
h(rs) < C([VIlze + Drg ™" ull L2(e,,,).

It is true that
r ™ ull e,y < PP ull e,y < Jlulle,)
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if 0 <r <1andn>4m. From (3.26) and the last three inequalities, we obtain

—n 313 oy, 75 o +a’
[ul| oo ,,) < Cexp (CM)(rs — 2rg) "2 (m) lull 7, ) el 22 G, -
By a rescaling argument, we arrive at the conclusion of the lemma. 0

We begin to prove Theorem 2. The idea is similar to the proof of Theorem 1. We also
use the propagation of smallness argument.

PRrROOF OF THEOREM 2. We choose a small r such that
sup |uf = €,
50
where € > 0. Since sup, < [u(z)| > 1, there should exist some T € B; such that
u(Z) = supp < [u(xr)] > 1. We select a sequence of balls with radius 7 centered at

29 =0, x1, - ,xgs0 that x;,q € Bg(mi) and T € B,(x4), where d depends on the radius r
Which is to be fixed. Employing the L>-version of three-ball lemma (i.e. Lemma 7) with

r1 =5, T2 =1, and r3 = 6r and the boundedness assumption of u, we get
|| oo,y < Cir~2e exp (CM)
where 1 < 6 = g 98 < 1 and C; depends on the L* norm of u, n and m.

log9/8+C'log16/3
[terating the above argument with L>-version of three-ball lemma for ball centered

at x; and using the fact that HuHLoo(]B%(J,M)) < ||| oo (B, (2:)), We have

F,L-n
HUHLw(BT(m) < CiePir— = exp (E;M)

fori=0,1,--- ,d, where C; is a constant depending on d and L*-norm of u, and D;, E;,
F; are constants depending on d. By the fact that w(z) > 1 and & € B,(x4), we obtain
sup |u| = € > Kjexp (—KQM)T%,

B0

where K7 is a constant depending on d and L°°-norm of u, and Ky, K3 are constants
depending on d.

Applying Lemma 7 again centered at origin with ry = 5 > 7 and r3 = 3r, where r; is
sufficiently small, we have

ag B3

K, exp(—KgM) © < Cexp (CM)r- 2||u||zﬁo+(%”r Cyts.,
Recall that Cy is the L* norm for u in Byg. Then
(3.27) Ky exp (—(1 4 ) Ks M)r™ o0 < lul| o g, ),

where K, depends on d and L norm of u, and K5, Kg depend on d,

C'lo 1
L S
Qs log 2 S 1
with constant K7 > 0 depending on r. At this moment we fix the small value of r. For
instance, let 7 = —. Then the value of d is determined too. The inequality (3.27) implies
that

ull L ,,) > Ksri®",
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where the constants Kg, K¢ depend on the dimension n, m, and Cy. The proof of Theorem
2 is arrived. O

Thanks to Theorem 2, we are able to prove the following corollary for higher order
elliptic equations in (1.8), which characterizes the asymptotic behavior of u at infinity.

PROOF OF COROLLARY 1. We adapt the proof in [K]. Since u is continuous, we can
find [z9| = R so that M (R) = supg, ) [u(z)|. Let

wr(z) = u(R(x + %)) and Vg =V(R(z + %)).
Then
(—A)m’LLR = RszRuR,
with [Jug| =~ < Cy and |2V g||p~ < R?™. So M = R*™ in the notation of Theorem

2. If 7o = =52, then |To| = 1 and ug(Zo) = u(0) = 1. Hence ||ug|r~,) > 1. Note that

u
SUPE, (z,) [U(2)| = supg, |ur(y)|, where ro = +. The conclusion in Theorem 2 leads to
>

M(R) = supg, |ur(y)] > Crg™
CH
= Cexp(—CR*™log R),
where C' depends on n, m and Cy. Thus, the corollary follows. ([l

4. Strong unique continuation

In the rest of the paper, we will show the strong unique continuation result for higher
order elliptic equations by the monotonicity of frequency function. This variant of fre-
quency function is also powerful in obtaining unique continuation results. For strong
unique continuation results of semilinear equations and system of equations using fre-
quency function, we refer to [GL], [GL1] and [AM] for the Lamé system of elasticity.
Let u be the solution in (1.9). Since we do not need to control the vanishing order of
solutions, we assume o = 0 for H(r), i.e.

H(r)= Z/ us dx.
i=1 /Br
We can check that
(4.1) H'(ry=—H(r)+ -I(r)
where
I(r) = 22 /(x - Vu;)u; d.
i=1
We consider the following frequency function
I(r)
4.2 N(r)= .
(4.2 "= 705

Similar arguments as the proof of Lemma 4 lead to following monotonicity.
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LEMMA 8. There exists a constant C' depending only on n,m such that
exp (CT)(N(r) + ([V]lzge, +1)%)

loc

is nondecreasing function of r € (0,1).

Based on the monotonicity property in above lemma, we are able to show the proof
of Theorem 3.

PROOF OF THEOREM 3. By the equality (4.1), we get

H(r)), _ N(r)exp (—Cr) — 112’

rm T

(4.3) (log

where
N(r) = exp (Cr)(N(r) +v?).

Recall that v = HV”L?& + 1. Integrating from R to 4R for the equality (4.3) yields that

H(4R)

H(R)

where R is chosen to be small and C' depends on n and m. Taking exponential of both
sides,

log4™" < CN(1)log4,

H(4R) < exp (C(N(1) + 1)) H(R),
that is,

(4.4) Z/ u?da:SCZ/ uj dr,
i=1 Y Bar i=1 Y Br

where C' depends on N(1). From the decomposition in (3.1) and scaling arguments in
(3.24), we have

m

» / W2 da)} < CR™™ ([Pl + Dllull 2oy,
R

loc
=1

Therefore, with the aid of (4.4),

/UZdISZ/ u?deC’Z/ u?d:USCR_4m/ u?dr.
Byr i=1 YBar i—1 VBr B

2R

Thus, we get a doubling type estimate
(4.5) / uf? de < CR4m/ luf? dz,
Bar Br

where C' depends on N(1), HV“L?;;’ n and m. Now we fix R and prove that u(z) =0 on
Bg from (4.5). The argument is standard. See e.g. [GL] on page 256-257.

1
(4.6) / u?dr < (CRA‘m)k/ u?dr = (CR4m)k’BQ—kR|ﬁ—ﬁ/ u? dr,
Br By-rrl /g

B,_%

2—kR 2—kR

where the constant 3 to be fixed. We choose 3 such that CR=4m2-"% = 1. It yields that

1
(4.7) / u2dm§C’R”5—/ w?dr — 0 ask — oo
Br By—rr|” Je

2—kR
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because of (1.10). Then u = 0 in Bg. Since we can choose By arbitrarily in €2, the proof
of Theorem 3 follows.

0
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